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Abstract

Standpoint extensions of KR formalisms have been recently
introduced to incorporate multi-perspective modelling and
reasoning capabilities. In such modal extensions, the integ-
ration of conceptual modelling and perspective annotations
can be more or less tight, with monodic standpoint extensions
striking a good balance as they enable advanced modelling
while preserving good reasoning complexities.

We consider the extension of C?>— the counting two-variable
fragment of first-order logic — by monodic standpoints. At
the core of our treatise is a polytime translation of formulae
in said formalism into standpoint-free C?, requiring elaborate
model-theoretic arguments. By virtue of this translation, the
NExPTIME-complete complexity of checking satisfiability in
C? carries over to our formalism. As our formalism subsumes
monodic S5 over C2, our result also significantly advances the
state of the art in research on first-order modal logics.

As a practical consequence, the very expressive description
logics SHOZ OB, and SROZ QB which subsume the popu-
lar W3C-standardized OWL 1 and OWL 2 ontology languages,
are shown to allow for monodic standpoint extensions without
any increase of standard reasoning complexity.

We prove that NEXPTIME-hardness already occurs in much
less expressive DLs as long as they feature both nominals
and monodic standpoints. We also show that, with inverses,
functionality, and nominals present, minimally lifting the mon-
odicity restriction leads to undecidability.

1 Introduction

Integrating knowledge from diverse, independently de-
veloped sources is a central problem in knowledge repres-
entation, particularly given the proliferation of available
ontologies and other knowledge sources. Many of these
ontologies — often expressed in W3C-standardized dialects
of the Web Ontology Language (OWL) (Bao et al. 2009) —
cover overlapping domains but embody varying conceptual
frameworks and modelling choices. As an example scen-
ario, imagine that some biomedical ontology (Opyocess) might
define Tumour as a dynamic biological process, whereas an-
other (OTissye) might view it as a static abnormal tissue struc-
ture. While the description logics (DLs) (Baader et al. 2017;
Rudolph 2011) underpinning OWL are well-suited to coher-
ently model a domain, they lack mechanisms for managing
heterogeneous or conflicting perspectives, leading to notori-
ous challenges whenever such sources are to be integrated.
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Standpoint logic (SL) (Gémez Alvarez and Rudolph 2021)
is a recently proposed modal logic framework for multi-
perspective reasoning and ontology integration. In a similar
vein to epistemic logic, propositions with labelled modal op-
erators [Js ¢ and . ¢ express information relative to the
standpoint s and read, respectively: ‘“according to s, it
is unequivocal/conceivable that ¢”. For instance, the for-
mula process [Orissue [TUMour] C =1TriggeredBy . Tumour]
expresses that, according to the Process standpoint, it is
unequivocal that everything that is conceivably a Tumour
from the Tissue standpoint has been triggered by exactly
one Tumour (process). Similarly, (riq.[{patientl} C
JHasBodyPart. (Tumour M {t1})] states that according to
the Tissue standpoint, it is unequivocal that patient1 has
the Tumour t1 as a body part. From both, we infer that
according to the Process standpoint, t1 was triggered by
one Tumour. Natural reasoning tasks over multi-standpoint
specifications include gathering undisputed knowledge, de-
termining knowledge that is relative to certain standpoints,
and contrasting the knowledge from different standpoints.

The SL framework has promising applications in onto-
logy integration, particularly in facilitating the interoperab-
ility of ontologies developed in isolation. For this reason,
recent work has explored how it can be combined with logic-
based formalisms underpinning the OWL family — most not-
ably with the DLs EL (Gémez Alvarez, Rudolph, and Strass
2023b), ELA+ (G(’)me; Alvarez, Rudolph, and Strass 2023a)
and SHZQ (Gémez Alvarez and Rudolph 2024). It has been
shown that monodic extensions' of these languages with SL
preserve the complexity of the standpoint-free DL, show-
ing that joint reasoning over the integrated combination of
possibly many ontologies is not fundamentally harder than
reasoning with the ontologies in separation.

Hitherto, an open question has been whether the same
holds for the very expressive side of modelling languages, in
particular DLs that would fully cover high-end contemporary
ontology languages such as OWL 2 DL. The results obtained
so far for such languages only considered sentential frag-
ments (Gémez Alvarez, Rudolph, and Strass 2022), which
is an easier but much more restricted case with no interplay

"Monodic extensions of first-order modal logic allow for one
free variable in the scope of the modal operator, and for modalised
axioms and concept expressions in the case of modal DLs.
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between quantification and modal operators (e.g., in DLs, the
modal operators can only occur on the axiom-level).

In this paper, we address this open question by considering
the extension of C2— the counting two-variable fragment
of first-order logic, which in fact has already gained some
popularity for serving as a logic to embed very expressive
DLs into — by monodic standpoints. After the preliminaries
(in Section 2), we provide, in Section 3, a polytime translation
of formulae in said formalism into plain C% using elaborate
model-theoretic arguments. From this, we establish that the
NEXPTIME-completeness of checking (finite) satisfiability
in C? carries over to monodic standpoint C% As our formalism
subsumes monodic S5 over C? our result also significantly
advances the state of the art in first-order modal logic.

Section 4 exposes how, as a consequence, the very express-
ive DLs SHOZQB, and SROZQB, which subsume the
OWL 1 and OWL 2 ontology languages, also allow for mon-
odic standpoint extensions without any increase of standard
reasoning complexity. Moreover, in Section 5 we prove that
NEXPTIME-hardness already occurs in much less express-
ive DLs as long as they feature both nominals and monodic
standpoints. What is more, we show that, with inverses,
functionality, and nominals present, minimally lifting the
monodicity restriction by allowing for one distinguished ri-
gid binary predicate leads to undecidability. The full proofs
for most proof sketches can be found in the extended version
of this paper (Gémez Alvarez and Rudolph 2025).

2 Preliminaries
2.1 First-Order Standpoint Logic

We introduce syntax and semantics of first-order standpoint
logic (FOSL, see Gomez Alvarez, Rudolph, and Strass 2022).

Definition 1. The syntax of any FOSL formula is based on a
set 'V of variables, typically denoted with z, vy, . . ., and a sig-
nature (P, C, S), consisting of predicates P (each associated
with an arity n € N), constants C and standpoint symbols
S, usually denoted s, s’. In particular, S also contains *, the
universal standpoint. V, P, C, and S are assumed to be
pairwise disjoint. The set T of ferms contains all constants
and variables, thatis, T = CU V.
The set Eg of standpoint expressions is defined by

er,ep i=s| e Ney|e;Uey el e,
with s € S. The set Spo of FOSL formulae is then given by
¢a¢ n= P(tla 7tk) | tlitQ | _‘¢ | ¢/\¢ ‘ EI<]n$¢ | <>e d)7

where P € P is a k-ary predicate; t1, ..., ¢, € T are terms;
Jisanyof <, =,or >;n € N;z € V;and e € Eg. O

For a formula ¢, we denote the set of all of its subformulae
by Sub(¢). The size of a formula is |¢| := |Sub(¢)|. The
connectives and operators t, f, ¢ V 1, ¢ — ¥, ¢ < Y, V.o,
and (e ¢ are introduced as syntactic macros as usual — in
particular, Vz.¢ is used to abbreviate 3=%x.—¢. In line with
intuition, we may just write 3z.¢ instead of 32 'x.¢p. We note
that in full first-order logic, the somewhat exotic counting
quantifiers 39" do not add extra expressivity compared to
the non-counting ones, but they do make a difference when
the number of variables is restricted. As this is where we are
heading, it is convenient to start from this syntax definition.
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A first-order standpoint logic formula ¢ is called
* monodic if in each of its subformulae of the shape ¢, v,
the formula ¢/ has at most one free variable,
* C? if it only uses the two variables = and y and predicates
of arity <2, and plain C? if it is C? and does not use ¢),
S5 if the only standpoint expression used is *,
* nullary-free if it does not use predicates of arity zero,
* constant-free if it does not use constants.
Moreover, we will call formulae of the form ¢, ¢ monodic
modal formulae if they have exactly one free variable and
sentential modal formulae if they have no free variables.

Definition 2. Given a signature (P, C,S), a (first-order)
standpoint structure M is a tuple (A, I, o, ) where:
* A is a non-empty set, the domain of 9t;
Il is a non-empty set, called precisifications or worlds;
* ¢ is a function mapping each standpoint symbol from S to
a set of worlds (i.e., a subset of II), with o (%) = II fixed;
* ~ is a function mapping each precisification from II to an
ordinary first-order structure Z over the domain A, whose
interpretation function - maps:
— every predicate symbol P € P of arity k to a k-ary rela-
tion PZ C AF,
— each constant symbol a € C to a domain element aZ € A.
For any two 71, m2 € II and every a € C we require
a7(m) = a7(m2) (je., we enforce rigid constants). O
If in 9%, some predicate P € P satisfies P7(™) = p7(72)
for every my, mo € II, we say that P is rigid (in 20) and allow
ourselves to write P instead of P7(7™1),

Definition 3. Let 9t = (A, II, 0, ~) be a first-order stand-
point structure for the signature (P, C,S) and V be a set of
variables. A variable assignment is a functionv : V — A
mapping variables to domain elements. Given a variable
assignment v, we denote by v, 5} the function mapping x
to 6 € A and any other variable y to v(y).

An interpretation function -Z together with a variable as-
signment v specify how to interpret any term ¢ from T by a
domain element from A: We let t7¥ = v(z) ift =2 € V,
and t7? = a’ ift = a € C.

To interpret standpoint expressions, we lift o from S to all
of Eg via o(e; i eg) = o(e1) 1 o(e2) forx € {U,N,\}.

The satisfaction relation for formulae is defined in the usual
way via structural induction. In what follows, let 7 € 1I and
letv : V — A be a variable assignment; we now establish
the definition of the satisfaction relation |= for FOSL using
pointed first-order standpoint structures:

M Pty ... 1) iff (177, ) epr™

M b= t=ts iff 7™ =™

Mo = ¢ iff Mmoo b~ @

MavlEdAY iff M0 = Pand M, w0 E ¢
Mo = I"we iff [{6 | M7,0(0m0y O} <n
M0 E Qe iff 9,7 v = ¢ for some '€ (e)
M = o iff MrvEgforallv: V- A
M= ¢ iff M7 = ¢ forall € 11

As usual, M is a model for a formula ¢ iff M |= ¢. O
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Lemma 4. Let ¢ be an Sro sentence and M = (A 11, 0, 7)

be a model of ¢. Then, for any n > |I1|, there exists a model
M = (AIT, o', ') of ¢ with |I'| = n.

Proof Sketch. We just pick one precisification from 9t and
add as many isomorphic copies of it to 9t as required. [

2.2 Transformations

The results obtained in the first part of this paper concern
the fragment of all FOSL formulae that are monodic and
C? — from here on, we will refer to this logical fragment
as monodic standpoint C?, short Sg2". For technical reas-
ons, we prefer to focus on formulae that additionally are S5,
nullary-free, and constant-free; we will call these frugal for
brevity. This section establishes that any S;>" formula can

be efficiently transformed into an equisatisfiable frugal one.

Theorem 5. For any FOSL formula ¢, an equisatisfiable S5
FOSL formula S5(¢) can be computed in polynomial time.
The transformation preserves C?-ness and monodicity.

Proof Sketch. Let ¢ be a FOSL formula based on a signature
(P,C,S). We show that for any formula ¢, the formula
trans(¢), based on the signature (P U S, C, {}) is equisat-
isfiable and preserves C2-ness and monodicity. For instance,
the function trans replaces (), ¥ by O, (s A ), introducing
one nullary predicate for every standpoint symbol s € S and
translating set expressions for standpoints into boolean ex-
pressions. The function trans is formally defined as follows:

trans(P(t1,...,tk)) =P(t1,...,tk)
trans(—t)) = —trans(1)
trans(y; A1e) = trans(y) A trans(t)z)
trans(Vay) = Va(trans(vy))
trans(o* w) = 0*(trans(z/)))

trans(Qe ) = O, (transg(e) A trans(y))

Therein, transg, implements the semantics of standpoint
expressions, providing for each expression e € Eg \ {x} a
propositional formula transg(e) as follows

transg(s) = s
transg(e; Uey) = transg(e;) V transg(es)
transg(e; Neg) = transg(er) A transg(ez)
transg(e; \ e2) = transg(e1) A —transg(ez)

Equisatisfiability follows by an easy induction. A routine
check of the translation also yields that it preserves C>-ness
and monodicity, and it can be computed in polynomial time.
Similar translations have been described before, for instance
by Kurucz, Wolter, and Zakharyaschev (2023). O

Theorem 6. For any FOSL formula ¢, one can compute an
equisatisfiable nullary-free FOSL formula NF(¢) in polyno-
mial time. The transformation preserves C2-ness, S5-ness,
and monodicity.

Proof Sketch. For any nullary predicate N occurring in ¢, in-
troduce a fresh unary predicate Py and replace any occurrence
of N inside ¢ by Vz.(Py(x)). O

Theorem 7. For any C? FOSL formula ¢, one can compute
in polynomial time an equisatisfiable constant-free C> FOSL
formula CF(9). If ¢ is S5 and nullary-free, then so is CF (o).
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Proof Sketch. For every constant a occurring in ¢, introduce
a unary predicate P,. Let ¢°°"s' be the conjunction over all
3712 P,(z) A 3712, O, Pa(2) for all such a. Further, obtain
¢’ by replacing every atom using constants a, b as follows:

P(a) +— dx.(Pa(x) AP(2))

P(a,z) — Jy.(Pa(y) AP(y,x))

P(z,a) — 3Jy.(Pa(y) AP(z,y))

P(a,y) + Jx.(Pa(z) AP(z,y))

P(y,a) — Fz.(Pa(x) AP(y,2))

P(a,b) — Fx.Jy.(Pa(z) APu(y) AP(z,y))
r=a +— Py(z) (same for a =)
y=a — Pu(y) (same for a = y)
a=b +— Jz.(Pa(z) APy(z))

Then we let CF(¢) = ¢o0nsts A ¢ O

Thus given an arbitrary Sg»°" formula ¢, consecutively
applying the transformations of the above theorems yields
the equisatisfiable frugal SZ*" formula CF(NF(S5(¢))). The
transformation is polytime and, in particular, the result is of

polynomial size with respect to the input.

3 Satisfiability in Monodic Standpoint C?

In this section, we study the satisfiability problem of frugal
Sgz" and prove NEXPTIME-completeness — which, by the
previous section’s results, carries over to full Sgz’". This
finding constitutes the central result of our paper.

To get started, we provide an overview of the argument
used to establish the result. In Section 3.1, we show that the
satisfiability of a frugal Sgi*" formula ¢ coincides with the
existence of a structure 9 having exponentially many preci-
sifications with respect to ¢’s size, from which a specific kind
of model — called the Pg-stable permutational closure of I
— can be constructed. In Section 3.2, we introduce stacked
interpretations: these are plain first-order interpretations that
closely reflect the form of standpoint structures for Sgi™*. We
also define stacked formulae ¢7}, ., which enforce models
to take the form of stacked interpretations corresponding to
standpoint structures with 2™ precisifications. With these
components in place, we present in Section 3.3 an equisat-
isfiable translation from frugal SZ" formulae into plain C2,
which is polynomial in the size of the input formula.

Throughout the section, we will use a running example to
help the reader navigate through the technical details.

Example 8. Consider the monodic standpoint C? sentence F
in Figure 1(1), expressing that there is exactly one unequivoc-
ally good thing (Ey); that everything is either unequivocally
good or conceivably the best (somewhere), with no two dis-
tinct things being the best simultaneously (£7); and that it is
conceivable that everything is good or the best (Es).

Figure 1(2) shows a model of E. Notably, in models of E
with infinite domains — such as the one in Fig. 1(2) — there
must also be infinitely many precisifications. This is because
only one element satisfies Good everywhere, while every
other element must be the Best in some precisification, with
at most one such element per precisification. O
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E=E|=1£17.(E0)/\VI.(E1)/\E2 with M = (A,H, g, ’y)
Ey = O.(Good(z)) nm A g 4 5, 03 Oy I
E, = EyV {,(Best(z) A Vy.(Best(y) <>z =1y))
E, = ¢,(Vz.Good(z) V Best(z)) |- Soorgl BesgLodtgitiaoneiGacd i
(7, fo)
M e Beste......qu....
1 (s Joo)
mo = (A,H0700370> Eo E, Eo. E; 0 f)
3
) (71, f1)
™= (A, T)] [ h)
Good. _ Best_ Good. Good. Good (m, f3)
0] G0 6,,0] (53,0 (6,0
(ﬂla.ﬁt)
Good Best Worse
o1 6,12 6,1 6,1 6,.1) (. f5)
Eo E, Eo. E;
(2 4)

Figure 1: (1) The formula E from Example 8, and illustrations of (2) a model 9, of F, (3) an interpretation 91 with the
signature (P & Pg, 0, {*}), (4) the stacked interpretation Z™ of 901, and (5) (M) p,, the Pg-stable permutational closure of 91.
In the graphics, all points within a coloured area labelled with a unary predicate are in the interpretation of that predicate.

3.1 Permutational Representatives

Next, we show that for any satisfiable frugal Scmzon formula ¢,
there is a structure 9t with only exponentially many preci-
sifications in |¢| from which a model of ¢ of a specific shape
can be created (while )T may not be a model itself).

Definition 9. Let 9t = (A, II, o, ) be a standpoint structure
for the signature (P & Pg, (), {+}), where P contains only
unary and binary predicates, and P = {Eo,...,E/} is a set
of special rigid unary predicates. Let Pz denote the set of
all permutations (i.e., bijective functions) f : A — A which
preserve (non)membership in every E;, that is, we require
§ €EM & f(5) e EM foreveryi € {0,...,¢}and § € A.
Then, the Pg-stable permutational closure of 91, denoted
(M) p, is the standpoint structure (A, I, o/, +') defined by
o II' =11 X Pg,
e o ={x— 1},
« PY((mN) = {£(5) | 6 €PY(™)} for unary predicates P € P

« PYD) = {(£(81), £(82)) | (61,82) € PY(™} for binary
predicates P P O

As we can see, the structure 91 contains a set of special
rigid unary predicates Pg. These predicates induce “E-types”,
corresponding to the subsets 7' C Pg, so a domain element
is said to have the E-type T if it belongs to the interpretation
of each E; in T" and to none outside it. We say T is realized
(in 9N) if at least one domain element has it.

The Pg-stable permutational closure of 9t produces a
much larger structure that contains, for each initial precisific-
ation in II, the set of precisifications with all possible per-
mutations between domain elements belonging to the same
E-type. Locally, all permuted versions of any world = € II in
the closure are isomorphic to each other, they just have their
elements “swapped around”, preserving the worlds’ internal
structure. This intuition is materialised in the next lemma.

369

Lemma 10. Let ¢ be a frugal SFP" formula and let (M) p,
the Pg-stable permutational closure of some standpoint struc-
ture M. Let (m, f) and (w, f') be precisifications of (M) p,
and letv' = f' o f~1 owv. Then,

<m>PE7(7Ta f),’U ': ¢ <~ <9:R>Pm(7rv fl)avl ': ¢)

At the global level, E-types of domain elements, which are
preserved under the permutations (by construction), will be
utilized to witness the elements’ “membership” in diamond-
preceded subformulae in the following sense: we call some
6 € A amember of a formula ¢, 1) with one free variable z
it M, 7, {z — &6} E O, 1 for some/all m € I (note that by
the semantics, the choice of 7 is irrelevant in this case). We
will denote the set of members of ¢, 1 in M by (O, )™

Let us now investigate what conditions 9t must meet so
that (9)p, is a model of ¢. First, for (M)p, to witness
membership to the ¢, ¢ formulae, the number of E-types
must be at least as large as the number of types induced by
the monodic modal formulae — these we refer to as {-types.
The two sets of types will be aligned: all elements with
the same E-type will also have the same {-type. Moreover,
for each formula ¢, 1 in a given realised {-type, 99T must
include at least one precisification in which some element
of that type satisfies 1. The Pg-stable permutational closure
then ensures that every other element of the same E-type also
satisfies 1) in some permutation of that precisification.

Theorem 11. Let ¢ be a satisfiable frugal SF™ formula
over the signature (P, (), {x}). Let Dia denote the diamond
subformulae of ¢ and FreeDiay the diamond subformulae
with one free variable. Then there is a standpoint structure
M = (A1, 0,7) over (P W Pg, 0, {*}) with

* |Pg| = ¢ = |FreeDiay|

e || < |Diag| - 9l Diag|

such that (MYyp_ is a model of ¢.



Proceedings of the 22nd International Conference on Principles of Knowledge Representation and Reasoning
Main Track

Proof Sketch. To prove Theorem 11, we start from an arbit-
rary model 9 of ¢ and let FreeDiay = {Oy @1, ... Ox &1}
be the set of diamond subformulae of ¢ with one free variable.
We enrich 901 by Pg, setting the extension of E; to (¢, ¢3)™
forevery i € {1,...,¢}. Then we create a new structure 9t
by selecting at most exponentially many precisifications from
the enriched 9V and removing the rest. Specifically,
* select an arbitrary 7 in case there are no diamond subfor-
mulae of ¢ at all. Otherwise,
e for each ¢, 1 with no free variables that is satisfied in 0,
select some 7 with ', 7 = v and
* for each realised E-type T' C Pg, pick some ¢ having 7, and
select, for every E; € T, one w with 9, 7, {z — 0} = ¢;.
The first point ensures that II is nonempty. The second adds
witnesses for sentential modal formulae. The third provides
witnesses of all monodic modal formulae from FreeDia.
The construction ensures that at least one domain element
witnesses each ¢, ¢; formula of each {-type occurring in V.
Once these seed witnesses are in 91, the rest of the elements
belonging to that type in 9V will be witnessed by a per-
mutation in (91)p_. One can then show by induction on the
structure of ¢ that (9)p, is a model iff M’ is a model. [

Example 12. Revisiting Example 8, note that F contains two
monodic modal subformulae, Ey and E. From the model
of E shown in Fig. 1(2), we can extract a structure 97 with
P = {Eo,E; } (depicted in Fig. 1(3)), such that the corres-
ponding model (M)p_ (shown in Fig. 1(5)) also satisfies F.
In constructing 21, we proceed as follows:
¢ We use 7 to witness the sentential modal subformula Fs.
* The type {} is not realised.
* For type {Eg}, we use 7o as witnes since §y € Good?° (),
» For type {E; } we use 7 as witnes since 01 € Best e (7m0),
* For type {Eg,E1} we use mp and 71 as witnesses since
55 € Good? (™) and §5 € Beste(™), O
Notice that the permutations of J, ensure that the membership
to the formulae Ey and E4 in 9 carries on to (9)p,.

3.2 Stacked Interpretations
We now define a specific kind of C? interpretation obtained
from a given standpoint structure 97 with 2™ precisifications,
called the stacked interpretation of 9t and denoted Z™*. This
structure is designed to closely mirror the shape of 1.
Definition 13. Let M = (A1, 0,v) with |TI|=2" be a
standpoint structure for the signature (P, (), {*}) where P
contains only unary and binary predicates. Assume II is
linearly ordered with elements named 7y, 7y, ..., Tom_1.
The stacked interpretation of 91t is the FO-interpretation
I™ = (A’,-T) with signature (P W {F,L,...,L,,_1},0),
where F is a fresh binary predicate and Ly, ...,L,,—; are
fresh unary predicates, such that
(S A=A x{0,...,2m —1}
(S2) LJI» = {(8,1) | the 5*" bit of 7 in binary encoding is 1}
(S3) F¥ = {((6,4),(6,i+ 1)) [ € A, 0<i< 2™~ 1}
(84) PT = Jy<icamP?™) x {i} for all unary P € P,
(S5) PT = {((01,1), (0,7)) | 0<i < 2™, (81,82) €PY(™0)}
for all binary P € P. O
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Our approach constructs a stacked domain by creating one
copy of the original domain A for each precisification in 93,
so that each new element (J, 7) mimics ¢ at precisification 7.
A set of new unary predicates Lo, . .., L,,_1 bit-encodes the
index of the associated precisification (each < 2™). Also, a
new binary predicate F links each element (0, ;) to its “next-
world-twin” (8, m;41). Thus, for every original element 9,
the stacked interpretation forms an F-chain tracking  across
all precisifications in 9. In Figure 1, (3) depicts the stacked
interpretation of (2) with the F-chains in purple.
Definition 14. For a given m € N, we define ¢
conjunction of the following formulae

FD) Vo.(Voc o 7Li(2) — 3=y F(z,y)
(F2) Vo (No<jam Li (@) = Ty F(2,y)
(F3) Vo.(Vocjm Li(@)) = F=y.F(y, z)
(F4) Va.(No<jem Lj(2)) — 3= .F(y, v)

(F5) Vzy.F(z,y) — /\ ((LJ(.')S) ~L;(y)) < \/ﬁLj/(a?)>
0<j<m 0<j'<j

(F6) Vay.P(x,y)— [\ L;(z) ¢+ L;(y) for all binary P € P.
0<j<m O

The stacked formula of size m, denoted ¢}, ,, is used to
enforce that models are stacked models. Clause (F1) enforces
that all elements except those with the highest index (as de-
termined by the L predicates) have exactly one F-successor.
Conversely, (F2) ensures that elements with the highest index
have none. Clauses (F3) and (F4) impose analogous con-
straints on F-predecessors. Clause (F5) encodes that any two
F-connected elements have consecutive indexes, via a bin-
ary level-counter using the L predicates. Lastly, Clause (F6)
enforces that all binary predicates (except F) relate only ele-
ments with matching indices.

Lemma 15. Any stacked interpretation ™ satisfies ¢ .-

m
eack as the

Proof sketch. We verify that each clause of ¢}, , is satisfied
by the stacked interpretation Z" as defined. In particular,
the structure of the domain, and the interpretation of the pre-
dicates F, Ly, ...,L,,_1, and P € P ensure that all required
properties hold. O

Theorem 16. A first-order interpretation I over the signa-
ture (P W{F,Lo,...,L,_1},0) satisfies ¢1}, . if and only
if it is isomorphic to a stacked interpretation T™ of some
standpoint structure 9 over signature (P, (), {x}) with 2™
precisifications.

Proof Sketch. 1If T is isomorphic to a stacked model Z*" then
it satisfies ¢%, . by Lemma 15. It remains to prove the other
direction, i.e., for any Z that satisfies ¢}, ., there exists a
standpoint structure 9t for which Z™* is isomorphic to Z.
We show how to construct M = (A, 11, 0, v) given Z with
domain A’: For any §' € A’ we let level(d’) denote the
unique number ¢ < 2™ that satisfies, for every j < m, that
the j*" bit in the binary encoding of 4 is 1 if and only if
S LJI- . Moreover, we let ~ be the smallest equivalence
relation containing FZ and let A consist of the ~-equivalence
classes of A’. As in Definition 13, let IT = {mg, ..., mam_1}.
Obviously, ¢ = {* ~— II}. Finally, we set P7(") to
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o {[6']~ | 6" € P, level(§’) = i} for unary P € P, and

* {([07)~: [9]~) | (01,03) € P*, level(d]) = level(d}) = i}
for binary P € P.

Then, the bijection stacked : A" — A x {0,...,2™ — 1}

defined via stacked(¢") = ([8']~, level(¢)) can be shown to

constitute an isomorphism from Z to Z™". 0
3.3 Translating Formulae
So far, we have shown that the satisfiability of a frugal Sp5™"

formula ¢ coincides with the existence of a structure 9 of
size exponential in |¢| from which a model can be extracted.
Furthermore, we demonstrated that such structures can be
characterized in plain C? through their corresponding stacked
interpretations. In this subsection, we leverage these results
to define a translation from frugal Sg’* into plain C 2, such
that a frugal Sg»’" formula ¢ is satisfiable if and only if its
translation into C? is satisfiable. Together with the translation
from Sg" to frugal Sg5™", this entails the upper complexity
bound for all of Sgz".
Definition 17. Given some m € N, we define the function
Trans,, that maps frugal Sgi™" sentences ¢ over the signature
(P & Pg, 0, {*}) with Pg = {Eo, ...E;} into C? as follows:
Trans,, () is the sentence Va.Vy.(x =y — tr(¢)), where
the function tr is recursively defined via
¥ — 1 if 1) is of the form P(z), P(z, 2’) or z =2’
— = (tr(y)
YAP = tr() Atr(y)
Iz = 32 (¢p (z,y) Atr(Y))
O = Vaprx =y — Jzme.0f (T, y) Atr(y)

where z, 2’ € {x,y} and
* zyf is a variable from {z,y} that is not free in ¢ and

{zmt} = {z, ¥} \ {znt}
* ¢ (z,y) abbreviates /\,;_,, Lj(z) <> L;(y), and
* ¢z (x,y) abbreviates /\ogige E;(x) © Ei(y). O

The key components of the translation are the handling of
counting quantification and modal operators. The translation
of a counting existential quantification employs the formula
or (z,y) to ensure that quantification ranges only over ele-
ments belonging to the current layer of the stacked interpret-
ation — namely, those whose counterparts correspond to the
domain elements at the current precisification. In contrast,
the translation of modal subformulae of the form ¢, 1) makes
use of ¢g (z,y) to ensure that quantification ranges over the
elements belonging to the current E-type. Recall that Z™" is
constructed to mirror the structure 9, from which in turn we
obtain the model (71)p_. Consequently, if any element of the
same E-type satisfies v, then there exists some permutation
within (901)p, that satisfies ¢ and thus the formula ¢, ) is
satisfied. Notice that when {, 1) is sentential, the variable as-
signment does not make a difference. The following Lemma
formally establishes the discussed correspondence.

Lemma 18. Let ¢ be a frugal Sg¥>™* sentence over the sig-
nature (P, 0, {x}). Ler M = (A,1l,0,v) be a standpoint
structure for the signature (P W Pg, 0, {x}), with all predic-
ates from Pg = {Eo, ..., E¢} rigid, and |II| = 2™. Then,

(Myp, E ¢ <= Zom = Trans,, (o).
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Proof Sketch. Toward the result, we first prove the claim that,
for m; € 11, f € P and a variable assignment v, we have
M)p,, (mi, f),v = ¢ iff Top, v = tr(¢), where v'(2)
(f(v(z)),) for z € {x,y}. Due to Lemma 10, it suffices to
show that (M) p,, (74, fid),v = @ iff Zon, v’ |= tr(¢) where
v'(z) = (v(z),1); this follows by structural induction on ¢.
Toward the statement of the Lemma, assume (0)p, = ¢,
thus (M)p,, (m;, f),v = ¢ holds for all m; € II, f € Pg
and assignments v. Then, Zoy, v' = tr(¢) where v'(z)
(v(2), 1), thus Zoy, v" [ tr(¢) for all v" where x and y have
equal index, thus Zoy |= Trans,,(¢). The converse direction
proceeds in a similar fashion. O

Example 19. Revisiting Example 8, we compute Transg(E).
With some simplifications, we obtain the following:

Transy(E) =VeVy.o =y — tr(E)
tr(E) = 37" 2.(¢r (w,y) A tr(Eo))

AVz. (o7 (x,y) = tr(Er)) Atr(E2)

tr(Ep) = Jy. z=y A Vx. ¢g (z,y) — Good(x)

tr(Ey) = tr(Ey) V Vy.x=y — (Jz. g (x,y) A
Best(z)AVy. ¢ (z,y) — (Best(y) > x=y))

tr(Es) = Va. =y — Jy.(¢5 (z,y)A
Va.¢r (z,y) — (Good(x) V Best(x)))

One may verify that the structure in Figure 1(4) indeed satis-
fies Transz(E). Roughly, there exists z, e.g., (g, 0), s.t. all
elements of its E-Type, i.e. (dp, 0) and (g, 1), are Good (Ey),
and for all elements, either they satisfy Ey (like (d9,0) and
(b0, 1)) or there is some element of their E-Type (e.g., (41, 0)
for {E; } and (02, 1) for {Eg, E; }) which is the only Best ele-
ment on their layer (E£). Finally there is some element (e.g.,
(60, 0)) such that all elements on its layer are Good (E3). ¢

The last ingredient for our satisfiability translation is to
ensure that the predicates in Py are indeed rigid.

Definition 20. We let qbf.igE denote the C? sentence
Vo.Vy.F(z,y) = No<ico Ei(z) < Ei(y).

Lemma 21. Let M = (A, 11, 0,7) be a first-order stand-
point structure for the signature (P & Pg, (), {x}). Then, all
predicates from Py = {Eq, ..., E¢} are rigid iff Ton |= ¢k .

Theorem 22. Let ¢ be an arbitrary frugal Sgz™ sentence. Let
¢ = |FreeDiagy| and m = [|Diay| + logy(|Diag|)]. Then
@ is satisfiable iff o2t 1 N ¢f‘ig}3 A Trans,, (¢) is satisfiable.

Proof. Assume that ¢ is satisfiable. Then by Theorem 11
there is a standpoint structure 991 over the signature
(PYPg,0,0) with |[Pg| = ¢ = |FreeDiay| and |II| <
|Diag|-2/P%| such that (9)p, is a model of ¢. Then, from
Lemma 18, we have that Zoy = Trans,, (¢). Moreover, from
Lemma 15, Zoy = @17, ... Finally, by Definition 9, all predic-
ates from Py, are rigid and thus by Lemma 21 Zoy |= ¢, gE-
For the other direction, assume that there is a model
T over the signature ({F,Lg,...,L,_1} W P WP, () such
thatZ |= ¢ o A oL oe A\ Trans,, (¢). Then, by Theorem 16,
T is isomorphic to a stacked interpretation Z* of some stand-
point structure M over (P & Pg, 0, @) with 2™ precisifica-
tions. Moreover, since Z = ¢, e then by Lemma 21 the
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predicates in P are rigid. And since Z™ = Trans,,(¢),
then by Lemma 18, we have that (9)p, |= ¢ as desired. O

Therefore (and taking into account Section 2.2), there is
a polytime equisatisfiable translation from Sg5™* to plain C 2,
On the other hand, every plain C? formula is Sg»", thus in
view of the known NEXPTIME completeness of plain C2

(Pratt-Hartmann 2005), we arrive at the below corollary.

Corollary 23. Satisfiability in monodic standpoint C? is
NEXPTIME-complete.

Our equisatisfiable “standpoint removal” technique turns
out to be robust under some variations. Let us call a monodic
standpoint C? formula ¢ finitely satisfiable if it has a model
M = (A, 11, o,v) where A is finite. It is easy to see that all
equisatisfiable transformations in Section 2.2 are also “equi-
finitely-satisfiable”, because the underlying model transform-
ations do not alter the domain whatsoever; the same holds for
the argument behind Theorem 11. Last not least, the domain
A of the stacked interpretation Z”" = (A’ .T) correspond-
ing to a structure MM = (A, 11, 0, ) is finite whenever A is
(by the construction of Definition 13, we get |A’| = |A]-2™).
Thus the correspondence established in Theorem 22 also
holds for finite satisfiability. On the other hand, finite satis-
fiability of plain C? is also known to be NEXPTIME-complete
(Pratt-Hartmann 2005), thus we obtain the following result.

Corollary 24. Finite satisfiability in monodic standpoint C>
is NEXPTIME-complete.

Last not least, more recently Benedikt, Kostylev, and Tan
(2020) introduced two-variable FO with a more expressive
version of counting quantifiers, denoted 3°, where S is any
semilinear subset of N U {oo}. For example, by means of
such quantifiers one can express quantities like “evenly many
2” or also “infinitely many x”, which go beyond what can be
stated by the counting quantifiers of C2. Satisfiability of the
ensuing logic, denoted FO% . was established to be decid-
able in N2EXPTIME and NEXPTIME hard. We note that our
definitions, constructions, and arguments seamlessly extend
from C? to this logic, leading to the subsequent corollary.

Corollary 25. Satisfiability and finite satisfiability in mon-
odic standpoint FO%_ . is in N2EXPTIME and hard for
NEXPTIME.

We believe that — beyond their applicability to ontology
reasoning as demonstrated in the next sections — the results
presented here also provide significant novel insights for the
area of first-order modal logics (Gabbay et al. 2005). As
indicated by our naming, the subcase of SZ3’" where the only
standpoint expression used is * coincides with the monodic
fragment of modal counting two-variable FO with a S5 modal
operator. While it has been observed earlier that restricting
to the monodic setting is crucial for maintaining decidability
in non-trivial combinations of FO fragments with modalities
of varying kinds (Wolter and Zakharyaschev 2001), existing
decidability results explicitly exclude FO fragments with
equality or function symbols, which are notoriously harder,
leaving such cases as an open question. We transcend this
boundary, since C? supports equality and unary functions (via
axiomatising binary predicates as functional), and beyond
mere decidability, we establish tight complexity bounds.
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4 Application to Ontology Languages

We now show that adding monodic standpoints to popular
ontology languages does not negatively affect the computa-
tional complexity of standard reasoning tasks. To this end, we
begin by adding monodic standpoints to the description logic
ALCOT OB which is very closely related to C2, and then
we show how we can also accommodate role chain axioms,
thus obtaining monodic standpoint extensions of SHOZ QB
and SROZQOB,, which subsume the W3C ontology stand-
ards OWL 1 and OWL 2 DL respectively.> For the following,
some familiarity with description logics (Baader et al. 2017;
Rudolph 2011) will be very helpful.

4.1 Monodic Standpoint ALCOZ QB>

We first .introduce Sﬁ?&oz oBs (.)btained by addsinlfg mono@ic
standpoints to the description logic ALCOZQB>*". Just like
C? FOSL, Sﬁ%‘éozglgsg,f is based on a signature (P, C, S)
where P only contains unary and binary predicates, also
referred to as concept names and role names, respectively.
Based on these, we define the set E, of role expressions

R,R :=R|R |-R|RNR
with R € P binary, and the set E..,, of concept expressions
C,D:=A|-C|{o}|CND|>2nR.C|3RSelf | $.C

with A € P unary, 0 € C, n € N, e € Eg (see Definition 1).

Finally the set of Sjoﬁ’(‘j oTops sentences is defined by

¢,1/J:CED|_‘¢|¢/\1/J|<>e¢

We introduce Sjo& OTOBS with a minimalistic syntax, but

note that all the usual description logic constructs can be
introduced as syntactic sugar. For example, we obtain L
as AM —A and T as —1; we may write 3R.C' instead of
>1R.C and also VR.C instead of =>1R.—('; last not least
we may write [Je C' to denote — . =C. We also remind the
reader that other usual axiom types can all be rewritten into
statements of the form C' C D (referred to as general concept
inclusions, short: GCls) in the presence of nominals (i.e.,
expressions of the form {0}) and role expressions. Following
DL naming conventions, a Siloﬁré OTOBS sentence will be
referred to as TBox if it is a conjunction of GCls.

For later discussions, we single out some fragments of
Sjo& oTOBS" We obtain S}z 7 by excluding — and N
from role expressions as well as disallowing concept expres-
sions that use Self or >k for k£ > 2, with the notable excep-
tion of axioms of the specific form T T —>2F.T stating the
functionality for binary predicates F, which are then often
abbreviated by func(F). We obtain S\%%, from S3%% 7~
by disallowing role expressions of the form R~ (known as
inverses), and functionality axioms.

The semantics of standpoint-enhanced description logics
is usually provided in a model-theoretic way using stand-
point structures as in Definition 3 (Gémez Alvarez, Rudolph,

The less mainstream letter B3 in the DL names refers to boolean
role constructors, where B denotes boolean role constructors over
simple roles only (see, e.g., Rudolph, Krétzsch, and Hitzler 2008).
This modelling feature is not available in OWL 1 or OWL 2 DL.
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and Strass 2022). For space reasons, we will instead define
the semantics by directly providing a translation into S3i>".
To justify this “shortcut” we point out that said translat10n
truthfully reflects the model-theoretic semantics of all earlier
described standpoint-enhanced DLs and that existing transla-
tions from standpoint-free DLs to plain C? (Kazakov 2008)
naturally arise as a special case of ours.

The translation of a Sm"&‘j oTopsr sentence ¢ into a Sg¥™
sentence is obtained by replacing every GCIC' C D 1n51de
¢ by Vz.(ctrans(z,C) — ctrans(z, D)), where ctrans :
{z,y} X E¢on — Sc2 is inductively defined:

A) = A(2)

ctrans(z, ﬁC) ﬁctrans(z )

ctrans(z, {o}) = z=o

ctrans(z, C' M D) = ctrans(z, C') A ctrans(z, D)
) =
)=
) =

ctrans(z

ctrans(z, >nR.C) = 3="y.rtrans(x, y, R) A ctrans(y, C)

ctrans(y, >nR.C) = 3="z.rtrans(y, z, R) A ctrans(z, C)
ctrans(z,3R.Self) = rtrans(z, z, R)
ctrans(z, 0. C) = 3z. Oe ctrans(z ),

using rtrans : {z,y} x {z,y} X E;o] = S¢2 defined by
rtrans(z, 2/, R) = R(z, ')
rtrans(z, 2 ,R™) = R(2/, 2)
rtrans(z, 2’, = R) = —rtrans(z, 2’, R)
rtrans(z, RN R’) = rtrans(z,2’, R) A rtrans(z, 2/, R).

It can be readily checked that the translation described is
computable in polytime (hence polynomial in output) and
indeed yields a Sg;‘m sentence. Therefore, and in view of
the fact that satisfiability is already NEXPTIME-hard for the
standpoint-free sublogic ALCOZF (Tobies 2000), we obtain
the following tight complexity bounds.

Theorem 26. Checking satisfiability of Sﬁo&ozg
tences is NEXPTIME-complete.

4.2 Adding Role Chain Axioms

In order to fully cover the web ontology languages OWL 1
and OWL 2 DL, we need to extend our formalism by so-
called role chain axioms, arriving at the description logics
SHOILQB, (when allowing just role chain axioms express-
ing transitivity such as FriendOf oFriend0f C FriendOf)
or SROZQOB, (when admitting more complex forms like
FriendOf o Enemy0Of T EnemyOf), respectively. Luckily,
by combining known standpoint encoding tricks (Gémez
Alvarez, Rudolph, and Strass 2022) and removal tech-
niques for role-chain axioms (Kazakov 2008; Demri and
de Nivelle 2005) with some novel ideas, it is possible to
translate S§7rop, and S§RHrgop, sentences back into

Sﬁoﬁ’(‘: OTOBS The translation is polynomlal for S SHOTO B.
mon

and exponential for S§Rn7 05, -
Theorem 27. Checking satisfiability of Sgjjorop. sen-
tences is NEXPTIME-complete. Checking satzsﬁabzllty of

S§Rozos, sentences is N2EXPTIME-complete.

Therein, the hardness part for SgRh7op, follows from
the known N2EXPTIME hardness of its fragment SROZQ
(Kazakov 2008). This concludes our argument that adding
monodic standpoints to OWL 1 and OWL 2 does not increase
complexity of standard reasoning tasks.

pselr Se€n-
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5 Nominals Cause Trouble

We finish our considerations by presenting two results that
provide some context for our main results and corroborate
the intuition (cf. Gomez Alvarez, Rudolph, and Strass 2023b
as well as Gémez Alvarez and Rudolph 2024) that the inter-
play of nominals and standpoint modalities is particularly
troublesome for reasoning. To this end, we will use the tiling
problem in two variations, which we introduce next.

A tiling system T = (k, H, V') consists of a number k¥ € N
indicating the number of tiles, and horziontal and vertical
compatibility relations H,V C {1,...,k} x{1,...,k}. For
a downward-closed set S C N of natural numbers, a T-tiling
of S x S with initial condition (¢o,...t,) € {1,...,k}"™ for
some n € S is a mapping tile : S x S — {1,...,k} such
that tile(¢,0) = ¢; for i € {1,...,n}, and for all ¢ € S with
i+1 € Sandall j € Sholds (tile(, j), tile(i+1, j)) € H as
well as (tile(4,4), tile(4,i+1)) € V. We recall the following:

* There is a tiling system Ty, such that the following prob-
lem is NEXPTIME-hard: Given an initial condition of
size n, does there exist a corresponding Texp-tiling of
{0,...,2" =1} x {0,...,2" — 1}?

* There is a tiling system T4 such that the following prob-
lem is undecidable: Given an initial condition of size n,
does there exist a corresponding T\, q-tiling of N x N?

5.1 NEXPTIME Hardness for ALCO TBoxes

From prior works, it is known that monodic standpoint
SHIQ, asublogic of Smo‘}ﬂg B, has an EXPTIME-complete
satisfiability problem (Gémez Alvarez and Rudolph 2024),
which means that the complexity of SHZQ is unaltered
if monodic standpoints are added. Two other popular
EXPTIME-complete sub-DLs of SHOZ QB (incomparable
to SHZQ) are SHZO and SHOQ (Hladik and Model 2004;
Glimm, Horrocks, and Sattler 2008). This poses the ques-
tion if adding monodic standpoints to these DLs preserves
EXPTIME reasoning, like it does for SHZ Q.

Interestingly, we can answer this question in the negative
(unless NEXPTIME = EXPTIME), and identify nominals as
the common culprit by showing that satisfiability even of
monodic standpoint TBoxes in ALCO (a restricted sublogic
of both SHZO and SHOQ) is already NEXPTIME-hard.

To this end, we provide a polynomial reduction from the
first of the two above tiling problems to the satisfiability
problem of a S} % TBox of size polynomial in 7, using just
one nominal concept {o}. We use atomic concepts Ty, . .., Tg
for the k tiles and atomic concepts Xi,...,X, as well as
Yq,...,Y, to encode grid x- and y-coordinates in binary.
First, we declare all these concepts as “almost rigid”: they
hold uniformly across precisifications for all elements but o.
ﬁ{O}HTZ C O,Tg ﬁ{O}HXZ’ C O0.X; ﬁ{()}l_lYi C O.Y;
Above and below, we let 7 range from 1 to n and let £ range
from 1 to k. Next, we ensure that, in every precisification,
every non-o element with x-coordinate (y-coordinate) smal-
ler than 2™ — 1 has a horizontal (vertical) neighbour with
that coordinate incremented and the same y-coordinate (x-
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coordinate). We let j range from 1 to s — 1.

—{o} M, =X; E FH.~{o} —{o} M|, ~Y; T IV.={o}
X, M-X; C VH.X; Y, M=-y; C vV.Y;
—X; M—X; & VH.—X; —Y; M=Y; E VV.—Y;
X; N[, X; C VH~X Y, N[, Y; W,
~X; 1], X; C VHX; ~Y; [, Y, CWW.Y;

Y, CVHY;, -Y; CVH-Y, X, CVVX; —-X; CVV.=X;

We next ensure that there exists a non-o element with x and
y set to zero, which together with its horizontal neighbours
realises the initial condition (to,...t,) € {1,...,k}™.

TCIR(~{o} N =X M...M=X, MY M. T12Y,M0

T,, MVH.(T;, MVH.(... (T, MVYHT,,)...)

For every non-o element, there exists some precisifica-
tion wherein it is P-linked to o and propagates its x- and y-
coordinate as well as its tile assignment via this link to o.

T, CVP.T; —-X; CVP.—X; -Y; CVP.-Y;

In every precisification, every non-o element is P’-linked
to o and, should its assigned x- and y-coordinate coincide
with those assigned to o, then its tile-assignment will be made
to coincide with the one of o as well.

—{o} C IP' {0}

P11, (X 13P' X)) U (—X; M 3P .-X;))

A, (N 3Py,) U (=Y, M3P.—Y,)) C T,

Note that this way, the tile assignments will be synchron-
ized between all elements carrying the same coordinates.
We finally make sure that in every precisification, every do-
main element must be assigned a tile. Moreover the H- and
V-neighbouring pairs of elements must conform with the
horizontal and vertical compatibility relation.

TCT,U...UT,

T, CVH-Ty  for (6,¢) e {1,....k} x{1,...,k}\ H

Ty EVV. Ty for(ﬁ,ﬁ’)6{1,...,k}><{1,...,k}\V

This finishes the description of the TBox (obtained by tak-
ing the conjunction of all the introduced GCIs). We note that
these axioms do not enforce the H and V relation to form a
proper grid (in any precisification). Rather, the axioms ensure
that for any two horizontally (vertically) neighbouring co-
ordinate pairs, there exists a H-connected (V-connected) pair
of domain elements carrying said coordinates. Since the tile
assignments are rigid (except for 0) and synchronized over all
elements carrrying equal coordinates, this suffices to ensure
that satisfiability of our TBox coincides with the existence of
a Texp-tiling, so we obtain the following theorem.

Theorem 28. In any sublogic of Sgj/rop. that subsumes

SA%t o TBoxes, satisfiability is NEXPTIME-complete.

5.2 Lifting Monodicity Causes Undecidability

A crucial restriction underlying all logical formalisms that
we have considered so far is monodicity requiring that modal
operators can only be put in front of subformulae with at
most one free variable. The arguably mildest way of lift-
ing monodicity is by imposing that one distinguished binary
predicate, say E, must be rigidly interpreted. Note that rigid-
ity of a binary predicate E could be expressed by the FOSL
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formula Va,y.(E(z,y) — O.E(z,y)), which is not mon-

odic. By a reduction from the second of the above tiling

problems, we show that allowing one rigid binary predicate

causes undecidability even for a sublogic of S§3/b705. -
mon

Theorem 29. Satisfiability of S 7077 TBoxes with one
rigid binary predicate is undecidable, even when using just
one nominal and one functionality statement.

For space reasons, we only briefly provide a set of GCIs
enforcing an N x N grid, noting that a T,4-tiling on top
can be obtained very similarly to the previous case. Let E
be the distinguished rigid binary predicate, which we use to
represent both horizontal and vertical grid connections (dis-
tinguishing them via extra unary rigid “markers” for even/odd
grid rows). Let func(Point) specify that the binary “pointer
predicate” Point is functional and put the following GCls:

T C JE. 04 Even3E. 0, 0dd M {, Pick
Pick C VE.(—Even U VE.(-0dd LI 3Point~.{o}))

Pick C VE.(—0dd LI VE.(—~Even LI FPoint ~.{o}))

In a nutshell, these GCIs ensure that every grid element §
will be Picked in some precisification, and in that precisific-
ation the upper neighbour of §’s right neighbour is forced to
coincide with the right neighbour of §’s upper neighbour, by
having both being “functionally Pointed to” from o.

We note that this finding contrasts with a positive result
by Artale, Lutz, and Toman (2007), according to which — in
our nomenclature — the satisfiability of TBoxes over ALCZQ
with arbitrarily many rigid roles and one S5 modality allowed
to occur in front of concept and role expressions, is decid-
able in 2EXPTIME. Once more, this underlines the previous
observation that while counting and inverses go reasonably
well with standpoint modalities, nominals do not.

6 Conclusions and Future Work

We have shown that monodic standpoints can be added to
C? without increasing the NEXPTIME reasoning complex-
ity. We obtained this result by establishing a polynomial
translation into plain C?, whose justification required rather
elaborate model-theoretic constructions and arguments. On
one hand, this finding advances the research into first-order
modal logics, since our result subsumes the case of mon-
odic S5 over C? and even generalises to logics with more
expressive counting. On the other hand, we leveraged the
obtained result to prove that very expressive DLs subsuming
popular W3C-standardized ontology languages can be en-
dowed with monodic standpoints in a complexity-neutral way.
We finally showed that in the presence of nominal concepts,
NEXPTIME-hardness already arises for much less expressive
DLs, and lifting monodicity even incurs undecidability.

For future work, it would be interesting to investigate the
data complexity of our formalism. Also it would be advant-
ageous to find translations from versions of monodic stand-
point OWL into plain OWL rather than C2, since this would
allow to deploy existing highly optimized OWL reasoners for
standpoint-aware ontological reasoning. While our results
show that there are no complexity-theoretic barriers for this,
our current translation approach heavily relies on features of
C? that are beyond the capabilities of plain OWL.
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