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Abstract

We show that it is possible to understand and identify a deci-
sion maker’s subjective causal judgements by observing her
preferences over interventions. Following Pearl (2000), we
represent causality using causal models (also called struc-
tural equations models), where the world is described by a
collection of variables, related by equations. We show that if a
preference relation over interventions satisfies certain axioms
(related to standard axioms regarding counterfactuals), then
we can define (i) a causal model, (ii) a probability capturing
the decision-maker’s uncertainty regarding the external fac-
tors in the world and (iii) a utility on outcomes such that each
intervention is associated with an expected utility and such
that intervention A is preferred to B iff the expected utility of
A is greater than that of B. In addition, we characterize when
the causal model is unique. Thus, our results allow a mod-
eler to test the hypothesis that a decision maker’s preferences
are consistent with some causal model and to identify causal
judgements from observed behavior.

1 Introduction

Causal judgments play an important role in decision mak-
ing. When deciding between actions that intervene directly
on some aspect of the world, one major source of uncertainty
is the indirect effect of such actions via causal interaction.
For example, when deciding the interest rate, the Federal
Reserve might consider the possibility that a change in the
interest rate will cause a change in unemployment, and fur-
ther that this causal relationship itself might be contingent
on other macroeconomic variables.

Uncovering and describing the causal relationship be-
tween variables is a task that has led to enormous effort
across many different disciplines (see, e.g., (Angrist and Pis-
chke 2009; Cunningham 2021; Herndn and Robins 2020;
Morgan and Winship 2007; Parascandola and Weed 2001;
Plowright et al. 2008; Pearl 2009; Pearl 2000; Spirtes, Gly-
mour, and Scheines 1993); this list barely scratches the sur-
face). Different decision makers, on account of their pri-
vate information and personal experience, might hold dif-
ferent beliefs about causal relationships. In this paper, we
show that it is possible to understand and identify a deci-
sion maker’s subjective causal judgements by observing her
preferences over interventions.

A first step to doing this is to decide how to represent
causality. Most recent work has focused on using counter-
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factuals. In the philosophy community, following Stalnaker
(1968) and Lewis (1973), counterfactuals are given seman-
tics using possible worlds equipped with a “closer than” re-
lation; a counterfactual such as “If ¢ were true then 1) would
be true” is true at a world w if ¢ is true at the closest world(s)
to w where ¢ is true. Pearl (2000) has championed the use
of causal models (also called structural equations models),
graphical models where the world is described by a collec-
tion of variables, related by equations. (These are related to
models of causality in economics that go back to the work of
Haavelmo (1943) and Simon (1953).) The equations model
the effect of counterfactual interventions.

We use the latter approach here, although as we shall
show, it is closely related to the former approach. Follow-
ing Pearl, we assume that the world is described by a set of
variables, which is split into two sets: the exogenous vari-
ables, whose values are determined by factors outside the
model, and the endogenous variables, whose values are de-
termined by the exogenous variables and other endogenous
variables. Which variables should be exogenous and which
should be endogenous depends on the situation. For exam-
ple, if the Federal Reserve is deciding whether to change the
interest rates, the interest rates should clearly be viewed as
endogenous. But for a company trying to decide whether to
go ahead with a project that involves borrowing money at
the current interest rates, the interest rates are perhaps best
viewed as exogenous.

A primitive action is an intervention that sets the value
of a particular variable; because the values of the exoge-
nous variables are taken as given, we assume that only en-
dogenous variables can be intervened on. Following Pearl
(2000), we use the do notation to denote such actions. For
example do[Y" « y] is the primitive action that sets vari-
able Y to value y. Following Blume, Easley, and Halpern
(2021) (BEH from now on), we allow more general actions
to be formed from these primitive actions using if ...then
...else. Thus, non-primitive actions are conditional inter-
ventions of the form if ¢ then A else B, where A and B are
themselves (possibly primitive) actions and ¢ is a test—a
statement regarding the values of variables that is either true
or false.

As is standard in decision-theoretic analyses, we assume
that the decision maker has a preference relation 7 over ac-
tions. We show that if the preference relation satisfies cer-
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tain axioms (that correspond to standard axioms regarding
counterfactuals), then we can represent the decision-maker’s
preference as the maximization of the expected utility of an
actions relative to a causal model equipped with a proba-
bility and utility. Specifically, given a preference relation,
we can define a causal model, add a probability on contexts
(settings of the exogenous variables, which can be viewed as
capturing the decision-maker’s uncertainty regarding the ex-
ternal factors in the world), and a utility on outcomes (which
are just settings of the variables in the model). In such a
causal model, we can determine the expected utility of an ac-
tion that involves (conditional) interventions. We show that
the decision maker prefers action A to B iff the expected
utility of A is greater than that of B, given the causal model,
probability, and utility.

Example 1. The decision maker is the U.S. Federal Reserve
(the Fed), whose objective is to promote the overall health of
the economy, which can be characterized by two variables,
inflation rate (X, y) and employment level (X)) These
variables are themselves determined by the following vari-
ables: the current interest rate (Yrate), the growth rate of
the economy (Ugyo ), and the prior interest rate (Upyior ).
The growth rate and the prior interest rate are exogenous;
the remaining variables are endogenous.

Assume for simplicity that all variables take values in
{0,1}, where the values 0 and 1 represent the interest
rate/inflation/employment level/growth rate being low (re-
spectively, high), and the causal equations are

Xi,nf =1—Yq (Fme)
Xemp =1- (}/Tate X (1 - Ugrow)) (Fme)
Y'rate = Uprio’r (FYrate)

That is, both inflation and employment depend on the inter-
est rate, and employment also depends on the current growth
rate of the economy, which is exogenous. The current inter-
est rate is set equal the prior rate; that is, it remains un-
changed unless intervened on.

The utility of the Fed is completely determined by the in-
flation rate and employment level, and is given by

U(XinfaXemp) = 2Xemp - inf

These preferences over outcomes, and the effect of interven-
tions as determined by the structural equations, determine
the Fed'’s preferences over interventions.

Consider the case where the prior rate is known but there
is uncertainty about the growth rate. The Fed contemplates
the value of the two interventions (1) set the interest rate to
1 (i.e., do[Y,ate < 1]) and (2) set the interest rate to 0O (i.e.,
do[Y,.qte < 0]). Note that, given the prior interest rate, one
of these interventions will be equivalent to doing nothing.

In the case where the growth rate is high (i.e., Ugron =
1), then Xepp = 1 and so do[Y,qie < 1] yields a util-
ity of 2, whereas do[Y,qt. < 0] yields a utility of 1. So
the Fed prefers to intervene and set the interest rate to 1.
Conversely, if the growth rate is low (Ugrow = 0), then
Yemp = 1 — Yrate, s0 do[Yyqie — 1] yields a utility of 0,
whereas do[Y;qte < 0] yields a utility of 1. In that case, the
Fed prefers to leave the interest rate at 0. Thus, the Fed’s
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preference between these two interventions depends on its
probabilistic assessment of the growth rate. It would clearly
prefer the conditional action

if (Ugrow = 1) then do[Y,.qsc < 1] else do[Y,qze < 0]

to either constant action.

This example takes the causal model (and the goals, i.e.,
utilities, of the decision maker) as given, and uses them to
infer preferences over interventions/actions. Our representa-
tion theorem characterizes when the reverse process is also
possible. If and only if our axioms hold, then we can start
with preferences over actions and from them deduce a causal
structure that is consistent with them. Thus, our results al-
low a modeler to test the hypothesis that a decision maker’s
preferences are consistent with some causal model. In doing
so, we provide a definition of causally sophisticated behav-
ior as a benchmark of rationality for decision making in the
presence of interventions.! If a decision maker is causally
sophisticated—if her actions can be rationalized by some
causal model—our results further determine when the causal
model can be uniquely identified. This allows a modeler to
explain observed behavior in terms of causal judgments.

To the best of our knowledge, we are the first to ex-
amine causal decision making in the context of the struc-
tural equations, which is perhaps now the most common ap-
proach to representing causality in the social sciences and
computer science. Bjorndahl and Halpern (2021) (BH from
now on) addressed similar questions in the context of the
closest-world approach to counterfactuals of Lewis (1973)
and Stalnaker (1968). Interestingly, our technical results
use their results (and earlier results of BEH) as the basis for
our representation theorem, based on a connection between
the two representations of counterfactuals due to Halpern
(2013). Our results allow us to relate the two approaches at
a decision-theoretic level.

Other approaches to modeling causality have also been
considered in the literature. Schenone (2020) and Ellis and
Thysenb (2021) take a statistical approach, taking a lack
of conditional independence as a definition of causality;
Alexander and Gilboa (2023) understand causality through
a reduction in the Kolmogorov complexity. As we said, our
approach is closer to the approach that is currently the focus
of work in the social sciences and computer science. Impor-
tantly, by identifying the structural equations, we provide a
more detailed insight into the causal mechanisms being con-
sidered by the decision maker.

In our representation (like that of BH), both utility and
probability are defined on valuations of variables. So, in
contrast to the decision-theoretic tradition following Savage
(1954) (and, of particular relevance, Schenone (2020)), there
is no separation between states (on which probability is de-
fined) and outcomes (on which utilities are defined): our de-
cision maker derives utility directly from the outcome of the
intervention. This permits the application of our model to
the many economically relevant contexts where the effect of
the intervention has direct utilitarian consequences for the

!This is somewhat analogous to probabilistic sophistication in
decision making (Machina and Schmeidler 1992).
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decision maker (e.g., a government setting policy, or a firm
deciding an investment strategy).

2 Causal Models

Let &/ and V denote the set of exogenous and endogenous
variables, respectively. Let R : U/ UV — 2% associate to
eachY € U UV aset R(Y) of possible values called its
range. We assume that the range for each variable is finite.
Let S = (U, V, R) denote a signature.

A causal model is a pair M = (S, F), where S is a signa-
ture and F is a collection of structural equations that deter-
mine the values of endogenous variables based on the values
of other variables. Formally, 7 = {F'x } x¢cy, where

[

Yeuu(v—{Xx})

Fx : R(Y) = R(X).

A model M is recursive if there exists a partial order on
V such that the structural equations for each variable is in-
dependent of the variables lower in the order. When we say
that X is independent of Y, we mean that F'x does not de-
pend on the value of Y. Given a signature S, let M(S) de-
note the set of all models over the signature S and M"™¢(S)
the set of recursive models.

We use the standard vector notation to denote sets of vari-
ables or their values. If X = (X1,...,X,,) is a vector, we
write, in a standard extension of the usual containment rela-
tion, X C U/ UV to indicate that each X; € YUV . Similarly,
we write Z € R(X) if & € I1,<,, R(X;). For a vector Y of
variables, i € R(?) and a vector X - Y, let Y] ¢ denote

the restriction of ¥ to X. In particular, for a single variable
X, ¥]x denotes the X th component.

A context is a vector u of values for all the exogenous
variables U. Let C(S) = [[y ¢y, R(Y') consist of all con-
texts for the signature S. Call a pair (M, %) € M"¢(S) x
C(S) a situation. In a recursive model, each situation has a
unique solution (i.e., a unique value for each variable that si-
multaneously satisfies all the structural equations and agrees
with the context).

Given a model M = (S,F), we can construct a new
model (over the same signature) that represents the coun-
terfactual situation where some variables are set to specific
values. If Y C V and iy € ’R(?), then Mdo[%_g]

(S, F do[V <_gﬂ) denotes the model that is identical to M ex-

cept that the equation for each variable X € Yin F, do[¥ 7]
is replaced by X = 7] x.> Note that M. o[ is recursive

if M is.

7]

2.1 Syntax and Semantics

Fix a signature S. Foreach X € Y UV and z € R(Y),
let X = x denote the atomic proposition that says that the
variable X takes value z. Let £(S) denote the language

21t is more standard in the literature to write M. Vg rather than
M do[V 7] We use thé latter notation because it makes it easier to
express some later notions.
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constructed by starting with these propositions and closing
off under negation, conjunction, and disjunction.’

A formula ¢ € L(S) is either true or false in a situation
(M, @) € M™¢(8) x C(8S). We write (M, 4) = o if ¥
is true in the situation (M, ). The |= relation is defined
inductively.

* (M,%) E X = z iff X = x in the unique solution to the
system of equations F, starting with context .

o (M, @) = —¢ iff not (M, @) |= 6.
o (M, @) E ¢ Aiff (M, @) = ¢ and (M, @) |= 1.
o (M) | ¢V iff (M, @) = ¢ or (M, ) F o

An atom is a complete description of the values of vari-
ables; its truth will completely determine truth of all of for-
mulae in £(S). Formally, an atom over S is a conjunction of
the form Ay cyyY = y, where y is some value in R(Y).
We use @ to denote a generic atom. Let A(S) denote the set
of atoms over S. Notice that an atom @ € A(S) determines
the truth of all formulas in £(S); we write @ = ¢ if ¢ is
true in situations satisfying a. Let @,z denote unique atom
such that (M, @) E a.

In a slight abuse of notation, identify each context @ €
C with the formula characterizing i, that is, the formula
NveuU = 1ly.

For our later discussion, it is useful to consider an exten-
sion of £(S) that includes formulas of the form [Y < ¢,
where ¢ € £(S), Y C V, and § € R(Y). We can view
this formula as saying “after intervening to set the variables
inY to i, the formula ¢ holds”. Call this extended language
L1(8). We can extend the semantics that we gave to formu-
las in £(S) as follows:

o« (M, i) E [V < §loiff (Myqp s, 0) ¢

In the sequel, we will also make use of another approach
to giving semantics to counterfactuals, due to David Lewis
and Robert Stalnaker (Lewis 1973; Stalnaker 1968). This
approach is based on the idea of “closest worlds”; roughly
speaking, with this approach, [Y « #]¢ is true at a world
w if ¢ is true at all the worlds closest to w where Y = .
Lewis formalizes the idea of “closest world” using a ternary
relation R where, for each w € 2, R(w, -, -) is a partial order
on Q. We can interpret R(wq,ws,ws) as saying that ws is
closer to wq than ws is. (In this paper, we focus on the case
that, for each world w, R(w, -, -) is a strict linear order.)

In more detail, a Lewis-style model is a tuple M
(Q, R, ), where R is a ternary relation on ) as above, and
1 is an interpretation that determines whether each atomic
proposition is true or false at each state. Formally, if AP is
the set of atomic propositions (as implicitly determined by
a set Y UV of exogenous and endogenous variables), then
I:Q x AP — {true, false}. We can again define a rela-
tion = by induction, by taking

31t is more standard to have the atomic propositions involve
only endogenous variables, but for our purposes, it is important
to include exogenous variables as well. We explain why when we
discuss actions below.
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s (M,w) E X =xiff I(w, X =) = true,

defining the semantics of negation, conjunction, and dis-
junction as above, and for interventions, taking

o (M,w) = [Y < §¢iff (M,w) |= ¢, for all ' that are
minimal worlds according to the order R(w, -, -) such that
(M,o') = Y = i, that is, the worlds closest to w for
which ¥ = ¢ holds.

As shown by Halpern (2013), recursive causal models corre-
spond in a precise sense to a subclass of Lewis-style models;
we return to this point in Section 5.

3 Decision Environment

A primitive action over S has the form do[Y; «
Y1,...,Yn < yn], abbreviated as do[Y < 7], where
Y1,...Y, is a (possibly) empty list of distinct variables in
Vand y; € R(Y;) fori = 1,...,n. This action repre-
sents an intervention that sets each Y; to the value y;. As
we said earlier, we allow interventions only on endogenous
variables.

The set A(S) of actions over S is defined recursively,

starting with the primitive actions, and closing under if
...then ...else, so that if A, B € A and ¢ € L(S), then

if ¢ then A else B € A.

We take if¢then A to be an abbreviation of
if ¢ then A else do[] (do[] is the trivial action that
sets no values). Note that although we restrict interventions
to interventions to endogenous variables, the tests can
involve exogenous variables. For example, even if interests
rates are fixed (and hence taken to be exogenous), we
may want to say “if the interest rate is 5% then borrow
$1,000,000” (where we take the amount borrowed to be
represented by an endogenous variable).

We assume that the decision maker has a preference re-
lation (weak order) Z-s over the set of all actions in A(S).
(We often omit the S if it is clear from context or plays no
role in the discussion.) As usual, we write A ~ Bif A =~ B
and B - A. Call a formula ¢ null if its conditional prefer-
ence is trivial, that is, if (if ¢ then A) ~ (if ¢ then B) for
all actions A, B € A(S). Call ¢ non-null if it is not null.

Each action A € A(S) defines a mapping h4 : A(S) —
APIM(S) (where APM(S) is the set of primitive actions).
The functions h 4 are defined recursively as follows:

hdo[?eg‘](a‘)) = do[}_} A :’7]
and

ha(@)ifd = ¢

hig ¢ then A else B(@) = {hB(d) 7= o

3.1 Representation

A subjective causal expected utility representation views
preferences as the outcomes of maximizing the expected
utility of an action, relative to uncertainty regarding the val-
ues of exogenous variables. Specifically, the representation
is governed by
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e M': amodel that dictates the causal equations
* p: a probability distribution on contexts
* u: a utility function on atoms.

An action (along with the model M) can be thought of
as an operation that assigns values to all variables given a
context. Specifically given a model M, for each A € A(S),
define B4 : C(S) — A(S) as
M (i) = the unique atom @ € A(S)

such that (M}, , (ay, ), @) = @.

Unpacking this: if the context is i, then the initial as-
signment of variables is expressed by the atom @as g, SO
the primitive action prescribed by A is ha(d@psz). Thus,
the final assignment of variables (i.e., after the intervention
ha(@nr,z)) is determined by the situation (M}, , (a,,. 1), @)
this is what is captured by .

Definition 1. (M, p,u) is a subjective causal utility repre-
sentation of =g, where M = (S, F) and S = (U, V,R), if
p is a probability on R(U), u is a utility function on A(S),
and A = s Biff

> u@X @)p@ > Y u(pE (@)p(@).

TEC(S) ueC(S)

(D

In a representation, we think of contexts as states and
atoms as outcomes, SO ﬂ% can be viewed as a function from
states to outcomes. Thus, by associating A with 3}, we can
think of A as a function from states to outcomes—exactly
how Savage views acts.

Notice that the decision maker has no uncertainty about
the model M. In particular, should she learn the context,
she would know the causal relationships between variables.
We discuss this assumption, and its limitations, in Section 6.

4 Axioms

In this section, we discuss the axioms that we need to ensure
the existence of a causal expected utility representation.

The first axiom is the cancellation axiom of Blume,
Easley, and Halpern (2021). To define it, we need the notion
of a multiset, which can be thought of as a set that allows for
multiple instances of each of its elements; two multisets are
equal if they contain the same elements with the same mul-
tiplicities. For example, the multiset {{«a, a, a, b, b}} is dif-
ferent from the multiset {{a, a, b, b, b}}: both multisets have
five elements, but the multiplicities of a and b differ in the
two multisets (assuming a # b).

Using this notation, we can state the cancellation axiom.

Axiom 1 (Cancellation). If Ay...A,,B1...B, € A and

{ha, (@) ...ha, (@)} = {hp,(@)...hp, (@)} foralld €
A(S), then A; 7= B; for all i < n implies B, 7 A,.

As in the prior literature, cancellation allows us to con-
struct a state space and an additively separable utility repre-
sentation of 7—y,. The state space that is constructed via the
BEH methodology does not have any causal structure. The
remaining axioms ensure that we can construct a subjective
utility representation that is a causal model.
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As the remaining axioms speak directly to the structure
of the do action, the following notation will be helpful: For
each atom @ € A(S), write do[Y < ¢] ~>z (Z = z) as
shorthand for the indifference relation

if @ then do[Y « i/, Z < z] ~ if @ then do[Y « ].

)

This says, essentially, that in the context characterized by

the atom @, setting Y = ¢/ results in Z = z. To understand

why, notice that intervening to set Y to i causes Z to equal
z if and only if the further intervention setting Z to z has
no effect; do[Y < §] ~z (Z = z) can be thought of as
capturing this situation, as the decision maker sees no addi-
tional benefit to the additional intervention on Z. Of course,
it could be that Z is in fact set to some different value 2/,
but the decision maker is indifferent between Z = z and
7 = 7', given the values of the other variables. This indif-
ference is irrelevant as far as the existence of a subjective
utility representation goes; we can we can simply treat the
worlds where Z = 2 and Z = 2’ identically.

The next axiom ensures that there is only one model in our
representation, rather than a distribution over models; that is,
the decision maker has no uncertainty about the structural
equations. The axiom itself just says that, for each context
i, there is at most one atom @ compatible with # that is non-
null. Intuitively, if M represents 7~s, then (M, @) = .

Axiom 2 (Model Uniqueness). For each context i, there
exists a most one atom & € A(S) such that @ = (U = )
and @ is non-null.

The next axiom ensures that there is some value = €
R(X) such that X = x after Y is set to . Galles and Pearl
(1998) and Halpern (2000) have analogous axioms.

Axiom 3 (Definiteness). For each atom @, vector of Y of
endogenous variables, ij € R(Y), and endogenous vari-
able X ¢ Y, there exists some x € R(X) such that
dol[Y + 7] ~-z (X = x).

The next axiom dictates that intervening to set variables
to their actual values does not change the values of other
variables; that is, trivial interventions are indeed trivial. It is
named after centering property considered by Lewis (1973),
which ensures that the the closest world to a world w is w
itself. Let @ denote the restriction of the atom @ to the
conjuncts in Y.

Axiom 4 (Centeredness). For each atom d, vector of en-
dogenous variables Y, and endogenous variable X ¢ Y,
we have do[Y < d|g] ~=g (X = d|x).

Finally, as we are interested in recursive causal mod-
els, we require an axiom that forces the dependency order

on endogenous variables to be acyclic. Towards this, for
X, Y €V, say that X is unaffected by Y (given a) if

do[Z « Z] ~5 (X = ) iff do[Z « Z,Y « y] ~5 (X
3
forall Z € V\{X,Y}, Z € R(Z), y € R(Y), and

x € R(X). So X is unaffected by Y if there is no inter-
vention on Y that changes the decision maker’s perception

of X (conditional on atom @). If this relation does not hold,
then X is affected by Y, written Y ~»z X. Let~ = Uz ~>3.
Our final axiom states that ~» is acyclic; it is inspired by the
corresponding axiom in (Halpern 2000).

Axiom 5 (Recursivity). ~ is acyclic.

Note that Axiom A5 implies that ~»; is acyclic for each
atom @.

As we now show, a preference order satisfies these axioms
iff it has subjective causal expected utility representation.

Theorem 1. The preference order s satisfies Axioms Al—
A5 if and only if it has a subjective causal expected utility
representation (M, p,u). Moreover, if 7 s satisfies Axiom
A3*, then M is unique over the set of non-null contexts.

There may, in general, be many different subjective causal
expected utility representations of the same preference rela-
tions. This is because, when the decision maker is indiffer-
ent between distinct atoms, the preference relation cannot
distinguish between them, and hence cannot distinguish be-
tween structural equations that result in distinct atoms that
have the same utility. This can be seen in the following ex-
ample.

Example 2. There is one exogenous variable U with
R(U) = {0,1} and one endogenous variable X with
R(X) = {0,1,2}. Consider the following two possible
structural models:

X=U
X=2U (Fx),

and assume that the agent believes with probability 1 that
U = 0. Thus, in both models, she believes that X = 0. Fur-
ther suppose that u depends only on X, and u(X = 0) <
u(X = 1) = u(X = 2). The agent does not care if X gets
set to 1 or gets set to 2, so is indifferent between the effect
of the interventions Fx and Fx:. Thus, these two models
cannot be distinguished.

The following axiom, a strengthening of A3, rules out sit-
uations like Example 2.

Axiom* 3 (Strong Definiteness). For each non-null atom a,
vector of Y of endogenous variables, § € R(}_}) and en-
dogenous variable X ¢ Y, there exists a unique = € R(X)
such that do[Y < §f] ~z (X = z).

Strengthening A3 to A3* is both necessary and sufficient
to avoid multiple representations.

Definition 2. A subjective causal utility representation of a
preference relation of 7_s is identifiable if, for all represen-
tations (M, p,u) and (M',p’,u’), non-null contexts i, and

= ) formulas ¢ € LT(S),
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(M, @) = ¢ (M', @) = ¢.

Theorem 2. A subjective causal utility representation
(M, p,u) of s is identifiable iff 7_s satisfies Axiom A3*.

if and only if
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5 Proofs of Theorems 1 and 2

If the preference relation g is trivial (i.e., the decision
maker is indifferent between all actions) then it is easy to
see that all (M, p, u) with u constant represent 2~ g. Thus, in
the proofs that follow, we assume that 7~ s is nontrivial.

Before getting into the details, we describe the proofs at a
higher level. Given a preference order —s, the first step is
to construct a Lewis-style model M- that represents ZS.
We want M-  to be recursive in a precise sense. So for each
atom @ € A(S), we define a strict linear order <z of A(S),
intended to represent the closeness of atoms to @. We then
show that, for each atom a, intervening to set Y « i/ has the
same consequence as intervening to set al/ variables to their
values in the <z-closest atom to @ in which Y = i holds (see
Lemma 3). This is the only property that BH used to prove
their representation theorem, which used Lewis-style mod-
els (see their Lemma 5 and Theorem 1). It follows that we
get the desired Lewis-style representation of M- . More-
over, in My, <g does in fact represent the closeness of
atoms to . These observations allow us to appeal to results
of Halpern (2013), and convert M- to a causal model that
also represents =~ s.

To begin, we define <z. Axiom A5 ensures that we can
extend ~» (and hence ~»; for each atom @) to a strict linear
order on U U V, denoted ~», such thlat forall U € U and
X €V we have U~»X. For atoms b, ¢ € A(S), let Y; . €

U UV be the ~»-minimal variable on which b and & ¢ disagree.
For each variable X € U UV, define < to be some fixed
strict linear order of R(X) whose minimal element is the
value of X in atom a. Define <z to be, loosely speaking, a
lexicographic order over atoms, ordering first over variables,
using ~», and then over values, using <z. We discuss the
intuition behind this order after giving its definition.
Take <z to be a strict linear order over A(S) such that

ORL b <; Cif Yy s -0Y

b and

OR2. IfY. > af = = Yz & then let Y denote Y~ - let 7 be the set

of endogenous variables (strlctly) less than Y, and let

= blz(= dy). Thenb <z ¢if do[Z + 7] ~z bly
and either

(i) notdo[Z < 7]~z &y, or
(ii) do[Z +— 2| ~=z @y and Y5 <<§ Yz, where yz (resp.,
yz denotes the value of Y in b (resp., ¢).

In general, (OR1) and (OR2) do not completely determine
the order; there may be atoms for which neither (OR1) nor
(OR2) hold. The remainder of the order can be completed
arbitrarily.

A few points of intuition regarding this order. In the
Lewis-style model M- ¢ that we construct, the states are rep-
resented by pairs of atoms. The operator ~»>; lets us probe
the structural equations through the effect of interventions.
When considering which of b or ¢ is closer to @ according
to ~>z, we consider two criteria: (i) which of b or € co-
incides with @ longer (where longer means “for more vari-
ables, starting with the exogenous context and proceeding
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via ~»”), and (ii) if both b and ¢ deviate from @ at the same
variable Y, does one coincide with the counterfactual as-
sessment of @ given by ~>~z, and if both do, is one closer
to @ than the other according to <Y . These two criteria are
captured by (OR1) and (OR2), respectively.

An example may help clarify: Let @ be the atom U =
OANX =0AY = 0A Z = 0, and assume that the order
~> on variables is U~»X~>»Y~»Z. Consider the following
atoms:

b=U=0AX=0AY =0AZ=1
F=U=0ANX=0AY=1AZ=1
d=U=0ANX=0AY=1AZ=0.

(OR1) states that if an atom coincides with @ longer, it is
closer to d, so b is closer to @ than either & or &’. Since &
and ¢’ agree up to Z, their closeness to d depends on the
value(s) of z such that do[X «+ 0,Y <« 1] ~-z (Z = z).
In particular, if we can have z = 1 (which is the value of
Z according to ¢) and not z = 0, then ¢ is closer to a that
c’. Intuitively, this is because, according to ~~z, if we set
XtoOand Y to 1, Z would be 1, so Cis consistent with the
equations we plan to use in the context encoded by @, while
¢’ is not. Similarly, if we can have z = 0 and not z = 1,
then ¢ is closer. Because of the possibility of indifference,
both z = 0 and z = 1 could be consistent with ~~z. In
this case, the order <<}{ serves as a consistent method of

breaking ties.*

Let @ do[¥ 7] denote the <z-minimal atom satisfying

Y =7

Lemma 1. Suppose that Y isaset of endogenous variables,
X € V\Y, and Zx C V is the (possibly empty) set of
endogenous variables strictly ~»-less than X. Then we have

u, and

MI1. ado[?«—g]‘u =a
M2. The value of X in ddo[?(—g] is the <<a¥-minimal ele-
ment of

m(d, X) =

{z € R(X) : do[Zx gyl 2] ~a (X

Proof. 1f 5do[§7<—17]|2/{ |y, then let b be such that

A e bly and by = dly. Since U forms the initial
segment of ~», it follows from (OR1) that b <z 5do[?<—g7] |uss

yet b satisfies Y = /. This is a contradiction; (M1) follows.

To see that (M2) holds, suppose by way of contradiction
that it does not hold. Then there exists a variable X such that
the value of X in Gy, ;1 is not the <X -minimal element

of m(@, X) (note that m(@, X) is non-empty by Axiom A3).

4« is arbitrary except that its initial element is the value of Y’
in a, reflecting the fact that beyond coinciding with @ if possible,
this tie-breaking is arbitrary. Nonetheless, an order still needs to be
fixed to ensure tie-breaking is consistent across different interven-
tions.
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Let b be the atom that coincides with @ do[V 7] for all vari-

ables except X, and the value of X in b is the <<§ -minimal
element of m(d, X). There are two cases:

iz, =a do[¥ 7] |7, From Axiom A4, it follows that
do[ZX — Zx|] ~~z d|x. By the definition of <<§, the
value of X in @ is the < -minimal element of m(a@, X).
By assumption, the value of X in C_ido[}_}<—g‘] | x is not the

<& -minimal element of m(a, X ), while the value of X
in b is the <% -minimal element of m(@, X). It follows
that b <zd do[V g’ @ contradiction.

|z, # Ggoiyg)lz,: Since dl;  # gy glz, =
do[¥ 7] = YE,&‘,E’ SO by (OR2), b <z
and again we have a contradiction.

b|2x , WE have Yaﬁﬁ
CdolV 7]’
O

Lemma 2. For all atoms d € A(S), (disjoint) vectors of
endogenous variables Y and Z, § € R(Y), Z € R(Z),

endogenous variables X ¢ Z UY such that forallY € Y,
XY, and x € R(X), we have

do[Z « Z] ~=g (X =) iff
do[Z « 2,Y « §f] ~—a (X = x).

Proof. By assumption, for all Y & Y, we have Ytz X.
The lemma then follows from a simple induction argument

on the variables of Y, appealing to (3) in each step. 0

The following lemma shows that, starting with @, the ef-
fect of setting Y to 1/ is the same as setting all the endoge-
nous variables to the value that results from setting Y to y.
Intuitively, this is because for a variable X ¢ Y, we are
setting it to the value it already has after setting Y to 7, SO
nothing further changes.

Lemma 3. For all atoms @ € A(S), vectors of endogenous
variables Y, and if € R(Y), we have that

if @ then do[Y «— ] ~ if @ then do[V « Gyy5_71|v]-

Proof. We prove this by induction on the variables in }V with

respect to the order ~». Fix some X € V \ Y.let ZCV
denote the (possibly empty) vector of endogenous variables
strictly ~»>-less than X, and let Z denote the values of the

variables Z in @ do[V —7]° To simplify notation, let  denote
V) let Y/ C Y consist of those
variables ~s-greater than X, and let 3/’ be the restriction of
7 to Y. We now show that if
if @ then do[Y < §] ~ if @ then do[Z + Z,Y’ « §/']
4

the value of X in @ do]

then
if @ then do[Y « §] ~

if @ then do[Z « 2,Y' « ', X « .
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From (M2), it follows that do[Z < Z ] ~~5 (X = ). Ap-
plying Lemma 2, we obtain
do[Z « 2,Y' « §J'] ~-5 (X = 2). (5)

Thus,
if @ then do[Z < 2,V < ij', X « 2]
~ ifd thendo[Z « Z,Y’ « ']
~ if @ then do[Y + 7],

where the first indifference comes from from (5) and the def-
inition of ~>z, and the second from (4). ]

BH’s Theorem 1 shows that (in our terminology), given a
preference 7~ s satisfying their Lemma 5 (which is a direct
translation of our Lemma 3) and the Cancellation axiom,
and a family <, of linear orders, one for each atom, they
can construct a Lewis-style model that represents 7—s. We
outline the construction below, as well as defining formally
what it means for a Lewis-style model to represent 7~ s.

The states in the Lewis-style model M are pairs (@, d’)
of atoms. Roughly speaking, since we are trying to capture
the effect of interventions, we can think of @ as the current
world (the result of performing the intervention) and d’ as
the world before the intervention was performed. The truth
of formulas in £(S) is completely determined by the first
component. That is, (M, (d,d@)) Y = yif Y = yis
a conjunct of @; we extend to negation, conjunction, and
negation in the standard way. To extend this semantics to
L1(8), we need a closeness relation for each pair (@, d’).
Let Cg 4 be an arbitrary family of strict linear orders on
A(S) x A(S) such that

(b,0) C(a,a) (C.¢) whenever b<gC

and . . .
(b,@) Cg,ay (b,0) forallb’ # a

(so that (@, @) is the minimal element of Tz zy).” This com-
pletes the description of M.

Let MIN(g gy (dolY <« %]) € A(S) x A(S) denote
the (5 z/y-minimal state such that (M, MIN g z/ (do[}_} —
7)) = Y « Y. Thus, (M, (@ a)) = dolY « i]¢ iff
(M, MIN@W(do[}7 +— 7])) E ¢. It is easy to check that

MIN .2y (do[Y  §) = (dg_z @)- (6)
Thus, the first component of the minimal state that results
from performing the intervention ¥ <« ¢ in a state of the
form (@, @’) encodes the atom that results when the interven-
tion is performed starting at @, while the second component
keeps track of the atom we started with.

BH define an analogue of our function h 4, which we de-
note h/,, that associates with each of their actions an action

3For any strict linear order < on A(S) whose minimal element
is @, the lexicographic ordering on A(S) x A(S) with <z on the
first component and < on the second component will suffice.
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of the form do[Y « §#].° For a state w, the analogue of

M (w) is MIN, (h/y (w)).” BH show that there exists a prob-
ability measure p and utility function u, both defined on the
states of M, such that A =g B iff

qZ; p((@,d’)) - u(MIN g ay (R4 ((@, d"))))
A(gl)’ifw)
> > p((@a))-

pra;

(a,a’)e

A(S)xA(S)

u(MINz a1y (hp((@, @")))).

(N
This is the sense in which the Lewis-style model M repre-
sents s.

Since BH’s Lemma 5 is a direct translation of our Lemma
3, it follows from our axioms as well that this Lewis-style
model M represents 2~s. But we are not done; we need to
get a causal model that represents 7~ s. So we want to convert
the Lewis-style model constructed by BH to a causal model

¢ = (8%, FY), and construct an appropriate probability
p¢ on the contexts of M, and utility u on A(S).

The first step is easy. We start with a signature S that de-
termines the language; we take S© = S. By Axiom A2, it
follows that for each context @ € C(S), there at most one
atom such that @ = (U = @) and @ is non-null. Let CT de-
note the set of contexts for which such a non-null atom ex-
ists, and for each context @ € CT, let @z denote this non-null
atom. CT is non-empty, as we have assumed =5 is nontriv-
ial. We define p using the probability p in the model M
provided by BH so that it has support C':

Ed’eA(S) p({(dz,d’))
Darect Za/eA(S) p((@z,a’))

Observe that, since the truth of formulas in M at state
(@,a ) is fully determined by @, b/, ({(@, @’')) does not depend
on @’. In particular, ', ((@, a@ >) ha(d@). Similarly, by
(6), MIN<5,5/>(-) does not depend on @’. We can therefore
rewrite the BH representation (7) as

p€ (i) =

zect PC (ﬁ) :

> e pC(a) - ®

u(MIN g,
a

) (ha(@a)))
u(MIN a

(@)

We next want to show that there exists a set of equations
FC such that MY = (8¢, FC) satisfies the same formulas
as M. Specifically:

i ,a
i,

Lemma 4. There exists a set of equations FC such that for
all ¢ € L(S) and all interventions Y < g, we have that

(Mgo[{/‘(_?j]a ﬁ) |: ¢ i

(M, MIN(g, ) (do[Y 7)) = 6. ©)
Note that taking Y =0 gives a special case of (9):
(M€, a) & ¢ iff (M, (dz,dq)) = ¢.

®BH allow for (but do not require) a richer set of interventions,
they allow do|[¢] for any consistent formula ¢ in the language.

"The states for us are contexts, whereas for BH they are pairs
of atoms, so using the same symbol w for states is somewhat of an
abuse of notation; we hope that our intention is clear here.
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Proof. LetY,...,Y) be the ordering on endogenous vari-
ables according to ~». We define F¢ for the endogenous
variables by induction on j, so that (9) holds for all formu-
lasY; = y;.

For the base case, note that the value of the variable
Y7 does not depend on the values of any other endoge-
nous variable. It is straightforward to define Fy, so that
Fy1 éu =y iff azg = Y1 = y;. It easily follows that

) E Y1 =y iff (M, {(dz,dz)) E Y1 = y1. More-
over, if i ¢ Y, then (MC i) B Yp = yy iff

do[Y 7]
(MC @) = Yy = . By Lemma 2 (taking Z = () and
X = Y1) it follows that (M, MINz, z.y(do[Y « 7)) =
Y, =y iff (M, (dz,dz) E Y1 = y1. On the other hand,

ify; eV, then(Mc(lj[Y ] i) F Y1 =y iff § |y, =

and similarly, (M, MIN g au>(do[Y — 7)) EY: =y iff
¥ |y, = y1. Thus, we get the desired result in the base case.
For the inductive case, suppose that we have proved the
result for Yy, ...,Y;. We can define Iy, i 1O be function of
the exogenous Varlables andYq,...,Y; such that for all k €
{1,...,7}, and y; € R(Y; )forz = 1 .., J, we have that
Fy]+1 (U Y1y - - ,yj) = Yk+1 iff (M MIN(@*E@E) (dO[Yl —
Y1,--, Y < Yk]) E Yet1 = yrs+1. Now for arbi-
trary 17, if Vi1 ¢ Y, letY =Y n{y,.. Y—} Let
Y = |y, Writing Y for {Y1,.. ., Y5}, let ¢ be such

that (Mf g @) = Y” = . Then it follows from

the induction hypothesm that (M, MIN(z, z.y(do[Y' «

})) E Y = y Moreover, it easﬂy follows that
( do[y(_ ) 'Z j+1 = Yy 1ff (Mdo[y,,(_y»/,]a w) =
Yj41 = y;+1 and (M, MINz,, 5 ﬁ>(d0[y <) EYj=
Yyt B (M, MING, 5 (do[Y” = 7)) |= Yip1 = gy
Since, by the definition of Fy,,,, (Mgo[?,%g”],ﬁ) =
Yier = yjur iff (M MING, q, (do[Y” « §]))
Y;11 = yj41, the result easily follows. The argument if
Y, 11 € Y is the same as in the base case.

The result for arbitrary formulas ¢ € £(S) is immediate
(since conjunction, disjunction, and negation work the same

way in both M and M©). O
From (6), it follows that MIN(z_ 7.) do[Y «+ 7)) =
<(6ﬁ)do[yHy~]va>; moreover, (M, <(a‘ﬁ)do[?<—qj]7d’>) =
= ﬁ C —
(@ )do[Yeg‘]' Thus, by Lemma 4, (Mdo[? g],u) =
(Ei~)d0[?<_g]. Moreover, since (M€ @) | dg, that is,
ape g = we have
[CRpan -
(@) = (@) ha(an)- (10)

We can now complete the proof that M€ represents the
preference order. The utility function u given by BH is de-
fined on their states, which are pairs of atoms. We define u®
over individual atoms as

uC(a:) = U(<§:, Ei(ﬂu))

Y

this, @]y is the context of the atom @, and so, dz|,, is the

alu
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unique non-null atom with the same context as a.

U(MIN (g 7.y (ha(dg))) = u({(@a)n,(aq), da)) (from (6))
= (@2)pa(an)) (from (11))
=u?(BY (@) (from (10))

Substituting u® for u in (8) gives the desired representation.

To prove Theorem 2, the uniqueness claim, let (M, p,u)
and (M’,p’,u’) be two representations of - s. For all & €
C' and all vectors Y, i € R(Y), endogenous variables X ¢
Y,and z € R(X)

(Mg g @) (X =2) = do[Y « §f] -4, (X =
(12)

similarly,

(M(/:lo[?<—§]’ﬁ) |: (X = $) - dO[Y_: A 27] ~ag (X =

(13)

Suppose that =g satisfies A3*. Then there is a unique

2 € R(X) that satisfies the right-hand relations of (12) and
(13), so we have

) EX=1) < (M';O[Y,Hj],

@) b (X

It easily follows that M and M’ agree on all formulas in
L1(8), so M is identifiable.
For the converse, suppose that M # M’ for some i € CT.

This requires that there exist some vector Y, 7 € R(Y), and

(Mdo[i_)(—g]’

an endogenous variable X ¢ Y such that (Mdo[Yeg] =
(X =) and (Ml’jo[?<_m7u) E (X =2')and z # «’. But

then, by (12) and (13), 7—s violates A3*.

6 Discussion

We have given a representation theorem in the spirit of Sav-
age (1954) that helps us understand a decision maker’s (sub-
jective) causal judgements: If a decision maker’s prefer-
ences among actions that involve interventions satisfy cer-
tain axioms, then we can find a causal model M, a probabil-
ity over contexts in M, and a utility on states in M such that
the decision maker prefers action A to B iff A has higher ex-
pected utility than B. Moreover, we have shown if we add
another axiom, then M is unique. Our approach builds on
earlier work by BH, who proved an analogous representa-
tion theorem using Lewis-style models. Interestingly, other
than the Cancellation axiom (which is due to BEH), the ax-
ioms used by BH are completely different from ours. For
example, they do not define an analogue of our ~» relation,
which plays a critical role in our definiteness and centered-
ness axioms. Roughly speaking, the BH axioms build on
axioms for counterfactuals used by Lewis, while ours build
on axioms for causal models introduced by Galles and Pearl
(1998) and Halpern (2001). In future work, we hope to bet-
ter understand the connection between the axioms (e.g., to
what extent could we use the BH axioms as a basis for a
representation theorem for causal models.

Our representation assumes that the agent knows the
model M. As long as the set of exogenous variables is flex-
ible, this choice is without loss of generality. Uncertainty
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about the model can be reduced to uncertainty about a new
exogenous variable U*. In the larger model that includes
U*, U* acts as a “switch”, so that each of its values selects
one of the models the agent considered possible in the un-
certain representation. For example, if the Fed is uncertain
as to whether the interest rate actually affects inflation, then
we could add a variable U™ that governs this relationship.
The structural equation

Xing=1-— (Yeate x U™) (Fme)

then captures the Fed’s uncertainty: if U* = 1, the interest
rate mitigates inflation; if U* = 0, it has no effect. That said,
this technical workaround may be unsuited for applications
where the set of variables is fixed beforehand. We conjecture
that our axiomatization, without Axiom 2 (Model Unique-
ness), will deliver a generalization that allows for model un-
certainty, but our proof strategy would have to be changed.

Here we have considered only one-step decisions; that is,
the decision-maker performs an intervention, perhaps con-
ditional on some test. It is clearly also of interest to consider
sequential decisions. In practice, plans are composed of a se-
quence of steps; later interventions might depend on earlier
interventions. This leads us to consider a richer set of actions
such as if ¢; then A; else B1; if ¢ then A, else Bs, where
the second action (if ¢, then A, else Bs) is performed after
the first. Getting a representation theorem for Lewis-style
models in the presence of sequential actions seems signifi-
cantly more complicated than in the case of one-step actions
(Bjorndahl and Halpern 2023). It would be of interest to see
what is involved in getting such a representation theorem
using causal models.

Interestingly, we expect there to be significant differences
between causal models and Lewis-style once we have se-
quential decisions. In causal models, a decision maker’s
preferences regarding sequences of primitive actions are in-
variant with respect to order (although this is not necessariy
the case for conditional interventions). This is because the
interventions do[Y < 77, Z <+ Z] and do[Z «+ Z,Y « ]
are identical. By way of contrast, the order in which primi-
tive interventions are performed can have a significant im-
pact in Lewis-style models. In such models, the closest-
world operator is local; loosely speaking, the “distance” be-
tween two worlds depends on the world at which they are
being contemplated. Because of this, intervening to make ¢
true—moving to the closest ¢-world—also changes the rel-
ative closeness of other worlds; the closest (¢ A 1))-world
may bear no relation to the closest 1-world to the closest
¢-world.

In future work, we plan to explore the issue of order de-
pendence in both causal models and Lewis-style models,
both because we believe that the issue of importance in
its own right, and because it will help elucidate the differ-
ences between these two approaches to modeling causality.
We also plan to explore multi-agent casual reasoning. This
introduces many subtleties: reasoning about other agent’s
models, of course, but also the ability to cause a change in
other agent’s beliefs (i.e., by providing evidence).
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