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Abstract

This paper presents a novel semantics for the m.A* epistemic
action language that takes into consideration dynamic per-
agent observability of events. Different from the original
mA”* semantics, the observability of events is defined locally
at the level of possible worlds, giving a new method for com-
piling event models. Locally defined observability represents
agents’ uncertainty and false-beliefs about each others’ abil-
ity to observe events. This allows for modeling second-order
false-belief tasks where one agent does not know the truth
about another agent’s observations and resultant beliefs. The
paper presents detailed constructions of event models for on-
tic, sensing, and truthful announcement action occurrences
and proves various properties relating to agents’ beliefs after
the execution of an action. It also shows that the proposed ap-
proach can model second order false-belief tasks and satisfies
the robustness and faithfulness criteria discussed by (Bolan-
der 2018).

1 Introduction

Epistemic Planning (EP) addresses planning problems in-
volving the beliefs, uncertainties, and knowledge of multiple
agents. A critical question for EP is how to represent actions
in such planning domains. The event models of Dynamic
Epistemic Logic (DEL) (Baltag, Moss, and Solecki 1998;
Baltag and Moss 2004; Van Ditmarsch, van Der Hoek, and
Kooi 2007) offer a powerful paradigm, but face several
challenges when incorporated into an epistemic planning
paradigm, most notably, their construction. Indeed, many
approaches to epistemic planning with event models sim-
ply present example event models without discussing how
they should come to be (Bolander and Birkegaard Andersen
2011; Andersen, Bolander, and Jensen 2012; Engesser et al.
2017). The so-called syntactic approaches to EP sidestep
these issues by avoiding formal models, but pay the cost
of restricted expressivity, omitting, for example, disjunctive
formulas (Muise et al. 2022) or common knowledge (Wan,
Fang, and Liu 2021).

The epistemic action language m.A* (Baral et al. 2022)
addresses the aforementioned issues by providing a natural-
language-like interface to event models. This language can
handle the beliefs and uncertainties about actions among
multiple agents, and models action observability dynami-
cally according to values that can be changed by the oc-
currences of actions such as whether an agent is distracted.
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It has been shown to be sufficiently expressive for mod-
eling several domains used by epistemic planning sys-
tems (e.g., (Muise et al. 2022; Wan, Fang, and Liu 2021;
Le et al. 2018)). It has also been demonstrated that with
proper extension, the language can be used for systems deal-
ing with untruthful announcements (e.g., (Pham, Son, and
Pontelli 2023a)). As stated in (Baral et al. 2022) and dis-
cussed in (Rajaratnam and Thielscher 2021), m.A* does not
have the expressiveness of full event models because it does
not model beliefs and uncertainties about action observabil-
ity. Therefore, it cannot represent situations where one agent
wrongly believes that (or is uncertain about whether) another
agent observes an action. This includes the second-order
false-belief problem where one agent wrongly believes that
another agent does not observe some event, and therefore
develops a false belief about the second agent’s beliefs. This
is illustrated in the following example.

Example 1 (From (Braiiner, Blackburn, and Polyanskaya
2016)). Sally and Anne are in a room containing a box and
a basket. Sally places a marble in a basket and leaves the
room, but secretly watches the room without Anne knowing.
Anne then takes the marble from the basket and places it in
a box.

When Sally returns, a child is asked “where does Anne
expect her to look for the marble?”

Because Sally observed Anne moving the marble, we
know that Sally knows that the marble is in the box.

However, because Anne incorrectly believes that Sally
did not observe her moving the marble, Anne now has the
second-order false belief that Sally believes that the marble
is in the basket. Thus, the child should answer that Anne
expects Sally to look in the basket.

This is not the result supplied by mA*. The following fig-
ure details this issue':

S’\g)_ ne s ‘,\s‘ u, AS
& 4 A#QS N> o A#Q
dw d, w o (pre: T) ~d, w od, W

Figure 1: mA* outcome

The beliefs of Sally and Anne after Sally places the marble
in the basket, leaves the room, and watches Anne are shown

"Formal representation will be given in the later section.
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in the Kripke structure on the left of Figure 1> where d and
w denote “marble in the basket” and “Sally is watching”,
respectively. The event model® encoding that Anne transfers
the marble from the basket to the box, following mA*, is
shown in the middle of Figure 1. The result of Anne’s action
is shown on the right, which indicates that Anne believes
that Sally believes that the marble is in the box (—d)! This
is, of course, counterintuitive.

The above example shows that mA* cannot model the
second-order false-belief task. We will see later that this is
also true for other languages that were developed with a sim-
ilar goal as m.A* such as the language called Dynamic Epis-
temic Representation (DER) by Rajaratnam and Thielscher
(2021). On the other hand, modeling second-order false-
belief tasks has been an intensive research topic in several
areas (e.g., philosophy, cognitive science, psychology, game
development, or logics) and has several practical uses as
summarized in the KRR-2023 invited talk* by Verbrugge
(2023). Furthermore, understanding how to model this task
will enable the development of computational tools for ex-
plaining behaviors in false-belief tasks and, potentially, de-
tecting deceptive behaviors.

The main contribution of this paper is a novel seman-
tics for mA* that takes into consideration local observabil-
ity (Section 3) and solves the second-order false-belief task
(Section 4). We argue that the new approach satisfies the
two criteria, robutness and faithfulness, which are proposed
by (Bolander 2018) for any formalism dealing with second-
order false-belief tasks (Section 4). We relate m.A* under the
new semantics to other formalisms such as (Bolander 2018;
Pham et al. 2022; Engesser, Herzig, and Perrotin 2024;
Rajaratnam and Thielscher 2021) or some other extensions
of mA* (Section 5) and conclude in Section 6.

2 Preliminaries
2.1 Dynamic Epistemic Logic

Dynamic Epistemic Logic defines transitions between states
represented as Kripke structures by means of event mod-
els (also called “update models”). Kripke structures rep-
resent both the material condition of the task environment
and agents’ beliefs, including their uncertainties and false-
beliefs (Fagin et al. 1995). Similarly, event models capture
beliefs, knowledge, and uncertainty about events that occur,
and model the interactions between agents’ mental states
when events occur. An accessible introduction to using DEL
for EP is provided in (Bolander 2017). Here we review the
elements of DEL necessary for the present work, adopting
much of the notation of (Baral et al. 2022).

Assume a finite set of atomic propositional variables P
called propositions. A propositional literal is either p or —p,

?Labeled circles and labeled links represent the worlds and ac-
cessibility relations of the agents, respectively and double circle
encodes the true state of the world. Interpretations of the worlds
are given below them.

3Event models are drawn similar to Kripke structures with the
key difference: squares represent events.

*https://kr.org/KR2023/Invited TalkSlides/Rineke Verbrugge.pdf
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where p € P. LT is the language of logical formulas over
‘P built with the usual Boolean connectives, defined with the
BNF:
p=plel(pry)
where p € P. A propositional formula is a formula in £7.
Given a finite set of names G called agents, the language

Eg augments £¥ with a modal operator B; for each agent
1 € G, and is defined with the BNF:

o=p|-p|(@Ap)|Bip|Cyp

where p € P, ¢ € G, and ¢ C G. The modal operator
B, indicates ¢’s belief, e.g., B;p reads as “¢ believes that
©”. The modal operator C, indicates common belief among
agents g. We will say that “4 knows ¢” if o AB; . As usual,
let V)= =(=pA9), o = =—pVih, L=pA-p,
and T := — L.

A Kiripke structure is a tuple (W, V, Ry, ..., R,), where
W is a set of worlds, V : W — 2F assigns a valuation over
P to each world, and for 1 < i < n,R;, C W x Wisa
binary relation over W. A Kripke structure is serial if for
every u € W and i € G, there exists some (u,v) in R;. A
state is a pair (W, V, Ry, ..., R,),d) where d € W is the
designated world, whose valuation gives the “actual” value
of each proposition.

Given a state (M, s), where M = (W, V, Ry,...R,) and
s € W, entailment of formulas in £ or Eg are defined as
follows:

iff p € V(u)
e it (M,u) ¢

(M,u
(M,u) E Ny iff (M,u) = @and (M,u) 9
(M,u) EB;p iffforallv e W,

if(u,v) € R; then (M,v) E ¢
(M,u) =Cyp iffforallv e W,

if u(UseqgRi)"v then (M, v) |= ¢

where p € P,i € G, g C G, p,9 € LE, and (R)* is the
transitive closure of R. If ¢ € L7 then we may also write
u = o iff (M, u) = ¢ for some Kripke structure M (since
the semantics involves only the valuation at u).

An Lg—substitution isaset {p1 < ©1,-.-,Dk < Pk}
where each p; is a distinct proposition in P and each ¢; is
in Lg. In what follows, we will often write () to denote the
substition {p < p | p € P}. SUB_p denotes the set of all

Eg-substitutions.

An event model is atuple X=(E, RY, ..., RZ . pre, sub),
where E is a set of events, for 1 < i < n, R C ExX E
is a binary relation over F, pre : E — Eg is a function
mapping each event to a formula (the event’s preconditions),
and sub : £ — SUB cr is a function mapping each event
to a substitution (ontic effects).

Given Kripke structure M = (W,V,R;,...,R,) and
event model ¥ = (E, Ry, ..., R>, pre,sub), the product
update induced by X in M defines a new Kripke structure
Mx¥= W' V' Ri,..., R)) where

W' ={(u,e) |ueW,eeE,(M,u) =pre(e)}, (1)
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((u,€), (v, f)) € Ry iff (u,e), (v, f) € W,
(u,v) € R;, and (e, f) € R, (2)

and for all (u,e) € W andp € P,p € V'((u, e)) iff
(p € V(u) and for every p’ < ¢ € sub(e),p # p’) or

(p + ¢ € sub(e) and (M, u) = ¢). (3)

An event template is a pair (3,T'), where ¥
(E,RT,...,R> pre,sub) is an event model and I' C E
are the designated events. An event template (X, I") applied
in a state (M, d) causes a state update resulting in a set of
new states, (M, d) x (X,T) = {(M x X,(d,e)) | e €
I, (M,d) | pre(e)}. Intuitively, (M, d) x (3,T) is the re-
sult of executing (X, I") in (M, d). For deterministic actions,
this set of new states will be a singleton because there will
only be one event in I" whose precondition is satisfied at d.

2.2 mA* Syntax

This section gives an overview of mA* syntax. Each action
defined by mA* is either an ontic action, a sensing action,
or an announcement action. A strength of mA* is that it
defines agents’ observability of actions dynamically, i.e., as
conditioned by formulas. Three tiers of observers are sup-
ported: full observers who know an action occurs, oblivious
agents, who know nothing about the action occurrence, and
an intermediate class, partial observers, applicable only for
sensing and announcement actions. Partial observers know
that full observers learn the values of sensed and announced
propositions, but do not themselves learn those values.

Given a finite set of actions A and a finite set of agents
G, the mA* language consists of statements of the following
forms:

1. “executable a if ¥)”
“a causes [ if ¢”
“a determines ¢”
“a announces ¢”

“¢ observes a if ¢”

kv

“r aware_of a if ¢”

where a € A, ¢y € LP, pE LP lisa propositional literal,
and i € G. A theory 7T is a finite collection of such state-
ments that defines the actions of a planning domain. The first
form means that a can occur only if ¢ is true. We refer to
1 as the precondition of a. When ¢ = T the statement will
be omitted. The second form means that if v is true, then a
causes fluent p to become true if [ = p, or false if [ = —p.
When @) = T the statement is written without the trivial
condition. The third form means that a is a sensing action,
causing full observers to learn the value of . The fourth
form means that a is an announcement action, causing full
observers to learn that ¢ (as in m.A4*, false announcements
such as lies are not allowed). We refer to ¢ in statements of
the third and fourth form as sensing or announcement for-
mula, respectively. Statements of the fifth form specify that
1 is a full observer of a if ¢ is true. Statements of the sixth
form specify that 7 is a partial observer of a if ¢ is true. An
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agent that is neither a full observer nor a partial observer is
oblivious.

It is assumed that an action theory 7 is consistent with
respect to every Kripke structure M = (W, V, Ry, ..., R,),
i.e., contains no two statements specifying contradictory ef-
fects or observability. Thus, for every world v € W and
every pair of statements “a causes p if ¢ and “a causes —p
if 7 in T, (M,u) ¥ 1 A4/, and for every pair of state-
ments “i observes a if ¢” and “i aware_of a if ¢’ in T,
(M,u) = @ A . Ttis further assumed that each action is
precisely either an ontic action, a sensing action, or an an-
nouncement action. Thus, for any a, 7 contains exclusively
either “a causes [ if 1" (a is an ontic action) or “a deter-
mines ¢” (a is a sensing action) or “a announces ¢ (a is
an announcement action). It is assumed that every action is
associated with at most one statement of type 1, “executable
a if ¢, and we will say that the precondition of a is ¢ (or T
if there is no such statement).

An event-model-based semantics takes an m.A* action
theory, an action name, and a state and builds an event tem-
plate which, when applied in that state, produces a new state
expressing the effects of the action. We direct the reader to
(Baral et al. 2022) for a full discussion of mA*, including
the original semantics for compiling action definitions into
event models.

The move-marble action in Example 1, whereby Anne
moves the marble to the box, is defined in the following ac-
tion theory:

e move-marble causes —d
¢ A observes move-marble
¢ S observes move-marble if w

The action of Anne moving the marble to the box occurs
when both Anne and Sally know that the marble is in the
basket (d), Sally is watching Anne (w), Anne does not know
that Sally is watching, and Sally knows that Anne does not
know that Sally is watching.

3 mA* Semantics with Local Observability

In this section, we present a novel event model semantics
for mA* that solves the second-order false-belief task. Our
approach is similar to that developed in the original paper of
mA* by (Baral et al. 2022). We assume a consistent theory
T. Let (M, s) be a state where M = (W, V, Ry,..., Ry,)
and a be an action. We will develop an event model that
characterizes the occurence of a in (M, s). We start with a
discussion of the intuition of this approach.

3.1 Intuition

Let us assume that a is an ontic action (e.g., the move-marble
by Anne). In general, at the first level of observability, the
execution of an ontic action creates two groups of agents.
The first group includes agents who observe the action oc-
currence and the second group consists of agents who do
not observe the ation occurrence’. m.A* creates an event

SThere can be other types of agents, e.g., agents who are uncer-
tain whether the action occurs. We leave the consideration of this
type of agents for the future as m.A™ did not consider it.
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model ¥ = ({0, ¢}, R, ..., RZ, pre, sub) as shown in Fig-
ure 2 where F' and O denote the set of full observers and
oblivious agents, respectively. This event model is first in-
stantiated at (M, s), i.e., the set F and O are computed by
evaluating the observability statements in 7 at the world s;
and then used to compute the product update induced by X
and M, the result of the execution of a in (M, s).

N o
N S

6'(pre: w)

-n

Figure 2: Generic event model for ontic actions (sub is omitted) in

mA*

Intuitively, to take into consideration the uncertainty of
agents’ observability of other agents, we can instantiate this
generic model at each world of M. For each u € W, there
might be two events 6, and ¢, associated with it, represent-
ing the view of full observers (#,,) and the view of oblivious
agents (€, ), respectively. The questions that we need to an-
swer are

* What are the events of the final event model?
* What is the precondition of each event?

e What are the links between the events?

* What is the substitution of each event?

To answer these questions, let us observe that the instantia-
tion of ¢, at any world u should be identical for all worlds
in W, i.e., foreachi € G and u € W, there is a loop la-
beled ¢ at ¢,,. Furthermore, the precondition for ¢, is T as
it represents the event indicating that nothing happened for
oblivious agents. As such, we could combine all of these
events into a single event, say e. The precondition and sub-
stitution of this event are obviously T and (), respectively.

We next will focus on the collection of events {6, | u €
W}. First, we notice that each 6, can be characterized by
the set of full observers; given u, this set can be character-
ized by the formula, say w,, from statements of the form “¢
observes a if p”. The precondition of an event must be then
the executability condition of the action together with this
formula. For an agent 4, there is a link between 6,, and 6,
whenever ¢ is a full observer in both « and v. Furthermore,
if 7 is a full observer in u and oblivious in v, then there is a
link labeled ¢ from 6, to €.

Similar considerations should be made when an an-
nouncement or sensing action occurs. This intuition gives
rise to the following constructions of the event models for
the occurrence of a in (M, s). As usual, we will need to
distinguish between ontic and epistemic actions.

3.2 Formal Definition
Consider action a defined by theory 7 applied in state
(M, s) where M = (W,V,Ry,...,R,). Foreachu € W,
let

F(u) :={i| 3“i observes a if ¢” € T.u = ¢}

P(u) :={i | 3 “i aware_of a if ¢” € T.u |= ¢}

O(u) =G\ F(u) U P(u) O]
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We refer to agents in F'(u), P(u), and O(u) as fully ob-
servers, partially observers, and oblivious agents, respec-
tively. Under the assumptions in m.A*, the sets F'(u), P(u),
and O(u) are pairwise disjoint. Furthermore, the set of par-
tial observers P(u) is empty if @ is an ontic action; and, if
a is a sensing or announcement action then partial observers
know that something has been sensed or announced, but not
what was sensed or announced. To characterize the triple
(F(u), P(u),O(u)), we define

QF (u), P(u), O(u))

(A Ve

i€ F(u) “iobservesaif ”€T

(A V

i€P(u) “iawareof aif p”€T

(A V

1€0(u) “iobserves a if ”€T U awareof a if 0" €T

@)
w)

It is easy to see that for each u € W, Q(F (u), P(u), O(u))
is consistent if 7 is consistent. From now on, we will use
Q(u) and Q(F (u), P(u), O(u)) interchangeably if no con-
fusion is possible.

For later use, given a state (M, u) and an agent ¢, we de-
fine

F'(M,u) == {j | 3*j observes a if ¢” € T.

(M,u) |=Bip}

P'(M,u) :={j|3“j aware of aif ¢” € T.
(M, u) = Bip}

O'(M,u) ={j€G|V“jobservesaif " € T.
(M, u) = Bi=p,

v “j aware_of a if ¢~ € T.
(M, u) = Bimp}

Intuitively, F*(M,u), P*(M,u), and O'(M, u) are the sets
of agents that agent ¢ believes to be full observers, partial ob-
servers, and oblivious agents, respectively, in state (M, u).
Note that some agents might not be in any of these cate-
gories: F''(M,u)U P (M,u)UO*(M,u) C G. However, if
w is serial, i.e., Jv € W.(u,v) € R;, then because of the re-
quirement against contradictory observability statements in
T, these sets are non-intersecting: F*(M,u) N P*(M,u) =
F{(M,u) N OY(M,u) = P{(M,u) NO*(M,u) = @.

Event Models for Ontic Actions Let a be an ontic ac-
tion with precondition . The execution of « in state (M, s)
where M = (W, V, Ry,..., Ry), induces an event template
(X,T) where . = (E,RT,...,RZ pre,sub) that is de-
fined as follows. The set of events is

E= {eg(u) | u € W} U {6},

and the designated event is I' = {fq,)}. Intuitively, each
f-event corresponds to the occurrence of the action in a spe-
cific world and the e-event represents the action not occur-
ring. The event relations give observers access only to the 6-
events, and give oblivious agents access only to the e-event.
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Furthermore, for every i € G, (z,y) € RY iff o n

(z,y) = (Do) 99(1;)} Ni € F(u)or —{] c(pre: T)

(z,y) = (o), €> Ai € O(u) or (5 k

(x,y) =(c,e) Ni €G s
Note that the last line states that, for every agent, there is a A —a)
loop at the event encoding the non-occurrence of the action. S,;\Q( A
Event preconditions constrain events to occur only in worlds \-'6 S _"6 D
conforming to their observability partition. Therefore, for QOfs) Q)
every Oy € E, pre: Q(s) pre: Q(u)

pre(faw)) = ¥ AQ(u)
and
pre(e) = T.
The substitution function alters valuations according to ontic
effects. For every fq .,y € E,

sub(Baw) = {p + ¥ (p,a) vV (p A=V (p,a)) | p € F},

(6)
where
Ut (p,a) = V o )
“a causes p if "€ T
and
U (p,a) = V 0. ®)
“a causes —p if "€T
For the epsilon event,
sub(e) = @. )

That is, a fluent p will be true if an ontic effect makes it true,
or if it was already true and no ontic effect makes it false.

Figure 3 depicts the event model induced by move-
marble in the state presented on the left of Figure 1. Each
square represents an event, double borders indicate desig-
nated events, and arrows represent the event relation for
each agent. Event names are shown with their precondi-
tions next to the events where Q(s) = w and Q(u) = —w.
The substitution for each event is as follows: sub(fq(s)) =
sub(fq)) = {d < L,w < w}, indicating that the mar-
ble will be in the box if the action move-marble actual oc-
curs, and sub(e) = () that indicates that nothing changes if
the action does not occur. The link labeled S from 2(s) to
Q(u) exists because S is a full observer of the action move-
marbe in s. However, there is no link labeled S from Q(u)
to 2(s) because S is oblivious of the action move-marbe in
u. On the other hand, there are bi-directional link labeled
A between (u) to Q(s) because A is a full observer of the
action move-marbe in both s and u.

Figure 4 shows the state resulting from the application of
move-marble. The world labels are 1 = (s,0q)), 2 =
(u,00u)), 3 = (s,€), and 4 = (u,€). The marble is in
the box (—d), and Sally and Anne both know it, but Anne
believes that Sally believes that the marble is not in the box,
ie,Ba-d ANBs—dABsBgd.

We next prove some properties of the transitions between

states of ontic actions®.

SProofs for Propositions 1-3 are in Appendix 6 because these
propositions are similar to propositions proved in (Baral et al.
2022).
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Figure 3: The event model induced by the application of the move-
marble action in the state on the left of Figure 1.

ad,w d,w
S \C7 A > A
| 4 A )
wn
S b > i A, S
W3 A 4(;.)
d,w d, w

Figure 4: The state resulting after the execution of move-marble in
the state on the left of Figure 1.

Proposition 1. Assume that T contains the statement “a
causes 1 if p” (a is an ontic action), a is executable in
(M, s), and its execution results in state (M’,s'), then it
holds that

1. Ontic effects alter the state if their conditions are met: if
(M,s) = ¢ then (M, ) =

2. Observers learn about effects they believe occur: for ev-
eryi € F(s), if (M, s) = B;p then (M',s") = B;l;

3. Oblivious agents are unaffected by ontic events: for every
i € O(s)and w € LP.[(M',s") | Biwiff (M,s) =
Biw];

4. Observers know that observers learn ontic effects: for ev-
eryi € F(s)and j € F'(M,s), if (M,s) = B;B;y then
<]\4/7 S/> ': BZ‘BJ‘Z; and

5. Observers know that oblivious agents are unaffected: for
i € F(s), j € O'(M,s), we LP.[(M',s') = B;Bjw if
<M, S> ’: BlBJUJ]

Proposition 1 shows that ontic effects conditionally al-
ter the task environment as specified by 7, that observers
learn about the action’s effects upon the task environment
and upon the mental states of other agents, and that oblivi-
ous agents do not. It is worth mentioning that Items 4 and
5 of this proposition are not discussed in (Baral et al. 2022).
We will now turn our attention to sensing and announcement
actions.

Event Models for Sensing and Announcement Actions
Let a be a sensing or announcement action whose sensed
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or announced formula is ¢, respectively. Furthermore,
w be the precondition of a and (M, s) be a state where

= (W,V,Ry,...,R,). Following mA* we assume that
<M s> \— % if @ is an announcement action’. The execu-
tion of @ in (M, s) induces an event template (X, T") where
Y = (E,RY,...,RZ, pre, sub) defined as follows. The set
of events is

E = {ng(u) | u € W} U {TQ(U) | (XS W} U {6}
For sensing actions, the designated events are

I' = {0a(s), Tas) }

For announcement actions, the designated event is

I'={0q}-

Intuitively, each 6-event corresponds to the action occurring
with a specific observability partition (the sensed formula or
the announced formula is true), each T-event expresses par-
tial observers’ uncertainty or false beliefs about an observed
or announced formula given a specific observability parti-
tion, and the e-event represents the action not occurring.

The relations in the event model ¥ give full observers ac-
cess from f-events only to f-events, and from 7-events only
to T-events. Partial observers also have access between 6-
events and T-events, expressing their uncertainty about what
has been observed or announced. Oblivious agents access
only the € event. For each i in G, (z,y) € R} iff

(x,9) = (B, Oaw)) Ni € F(u) U P(u) or

(z,y) = (T Q(u)aTQ(v)> Ni € F(u) U P(u) or
<$7y>:< u)»TQ U)>/\i€P(U)OI‘

(z,y) = <Tﬂ(u (v)) Ni € P(u) or (10)
<I7y> = <0 Q(u)s € >/\7’ € O( )

<CC7y> <7_Q(u)7 > Nie O( )

(z,y) = (€€

The event preconditions bind 6-events to worlds where
the sensed or announced propositional formula ¢ holds, 7-
events to worlds where ¢ does not hold, and both 6- and 7-
events to worlds where precondition v holds and that con-
form to their respective agent observability partitions. For
every f-event O,y € E

pre(faw)) =¥ A e AQu),
for every T-event T(,,) € F
pre(Taw)) = ¥ Ao A Q(u),
and
pre(e) = T.

Since sensing and announcement actions have no ontic ef-
fects, for every event e in F,

sub(e) = .

"This means that a is a truthful announcement. Dealing with
untruthful announcements is an interested topic but is outside the
cope of this paper.

Example 2 (Eavesdropping). A and B are in the same room
and both do not know whether p and it is common knowl-
edge between them. A receives a phone call from an outside
agent who informs A that p is true. As usual, A believes that
B does not pay attention to her day-to-day business and is
therefore oblivious of her conversation. As such, A believes
that B does not know about p after the phone call. However,
B has a device secretly installed on A’s phone and is mon-
itoring her phone. Thus, B knows that p is true and knows
that A believes that B does not know about p.

This story represents the second-order false-belief task in
the case of an announcement. It can be represented by the
following statement.

* conversation announces p

* A observes conversation

* B observes conversation if |

where | denotes that A’s phone has been hacked. The action
conversation occurs in a state depicted in Figure 5 where
p, L are true in the true state of the world, A does not know

whether p and has false belief about l. B knows [ is true and
knows that A does not know that.

|
A

B AB
B ¢ A B
A i ’
V4 N
—p,l —p,7l

Figure 5: (M, s): State in which A receives the phone call (s is the
true state of the world).

The event model for the occurrence of conversation in
(M, s) is shown in Figure 6. First, observe that Q(s) =
Q(v) = 1 because A and B are full observers in s and v
and Q(u) = Q(z) = —l because A is a full observer and
B is oblivious in u and z. The precondition for Oq), Ta(s),
GQ(U), and Toy) isp Al —p Al p A =l, and —p N\ =, re-
spectively. Observe that the event model does not contain
links between events of the form Oq ) and 1o,y because
both agents are full observers or oblivious in all worlds of
(M, s).

Figure 7 shows the state resulting from the occurrence of
conversation in the state given in Figure 5. Agents A and B
both know p, but A believes that B does not know whether
p.

Similar to Proposition 1, we can prove the following
propositions that show that the proposed method alter the
beliefs of the agents in accordance to their observability.

Proposition 2. Assume that T contains the statement “a
determines ¢” (a is a sensing action), a is executable in
(M, s), and its execution results in (M’ s"). It holds that
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00(s) __ AB —a 0
D
A'f‘;@"t A %

v
=N

B A

"
Qs AP

A B

\S A —v

0(u)

Figure 6: Event model induced by conversation in the state in Fig-
ure 5.

p,l P,

{)&—A—&s-»ﬁ{‘zf

A B

A, B
A B ¢

-p,l =p,-l -p,-l

Figure 7: State after conversation occurred in the state in Figure 5.

1. Full observers learn true sensed formulas: if (M,s) =
©* then (M',s') |= B;p* for i € F(s) where ¢* €
{0}

2. Oblivious agents are unaffected by sensing events: fori €
O(s),w € LP.[(M',s'") = Byw iff (M, s) |= B;w);

3. Full and partial observers learn that full observers
learn sensed formulas: for i € F(s) U P(s),j €
F'(M,s).[(M', ') = Bi((¢ ABjp) V (= ABj=))];

4. Full and partial observers know that oblivious agents are
unaffected: for i € F(s)U P(s),j € O'(M,s),w €
LP[(M',s") = BiBjwif (M, s) = B;B;w).

The next proposition is similar to Proposition 2 but for an-

nouncement actions.

Proposition 3. Assume that T contains the statement “a
announces ¢ ”(a is an announcement action), a is executable
(M, s), and its execution results in state (M',s"). It holds
that

1. Full observers learn
F(s).(M',s') = Biy,

2. Oblivious agents are unaffected by announcements: Vi €
O(s),w € LP.[(M",s") |= Bw iff (M, s) |= Biw],

3. Full and partial observers learn that full observers
learn announcements: i € F(s) U P(s),j €
F'(M,s).[(M',s') = Bi((¢ ABjp) V (¢ ABj=9))],

4. Full and partial observers know that oblivious agents
are unaffected: Vi € F(s) U P(s),j € OY(M,s),w €
LP.[(M',s") = B;Bwif (M, s) = B;B;w).

We observe that under the new semantics, it is no longer
true that the sensed (or announced) formula becomes com-

announcements: Vi S
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mon knowledge among all full observers as in the original
proposal of m.A*. This is because under the new semantics,
a full observer might not know about the observability of
other agents (e.g., A does not know that B is a full observer
in Example 2).

4 Higher-Order False Beliefs

Propositions 1-3 show that under the new semantics, the
transition function between states exhibit similar proper-
ties as the original m.A* semantics. The key difference be-
tween the proposed semantics and the original semantics is
in higher order beliefs of agents. For example, Item 4 in
Proposition 1 is not present in the theorem discussing prop-
erties of the semantics for ontic actions in (Baral et al. 2022)
(Theorem 2); Item 5 in Proposition 1 is about the belief of a
full observer about the belief of an oblivious agent with re-
spect to its observability while Item 3 in Theorem 2 of (Baral
et al. 2022) does not take into account the local observabil-
ity of full observers; etc. Similar observations can be made
for sensing and announcement actions, for example, because
full observers might be uncertain about the observability of
other full observers, the sensed (or announced) formula is
no longer common knowledge among full observers under
the new semantics (as stated in Theorem 3 of (Baral et al.
2022)). This is the main reason that m.A* cannot deal with
the second order false-belief task, as demonstrated in Exam-
ple 1. We first show that the new semantics indeed solves
this problem.

Proposition 4. Let T be a theory, a an action, and (M, s)
a state. Assume that 1 is the precondition of a that is
executable in (M,s) (ie, (M,s) = ), i,j € F(s),
j € OYM,s), and (M',s') is the result of the execution
of ain (M, s). Then,

1. If T contains “acauses 1if \”, (M, s) |= B;AAB;\, and
<J\4'7 S> ): Bl‘Bjﬁl then <M/, S/> ): Bl A le A\ BiBjﬁl,'

2. If T contains “a determines ¢”, (M,s) = ¢*, and
(M,s) = B;B;j—p* then (M',s') = Bp* A Bjo* A
BiBj—p* for ¢* € {p, ~p};

3. If T contains “a announces ¢”and (M,s) = B;B;j—
then (M',s") = B;po ABjp AB;Bj—y;

4. If T contains “a determines ¢”, (M,s) E ¢*, and
(M, s) |= Bi(~(B;"VB;~¢")) then (M, s") |= Bip™
Bjp™ ABi(=(Bj" V Bj—p")) for ¢ € {, g} and

5. If T contains “a determines ¢”and (M,s) |
B;(~(Bjp V Bj—p)) then (M',s') = Bip A Bjp A
Bi(—(Bj¢V Bj=p)).

Proof. The first item follows from of Proposition 1:

(M',s") = B;l ABjl because i,j € F(s)and (M,s) |=

B;A A BjA (Item 2); and (M',s’) = B;B;-l because

j € OY(M,s) and (M, s) = B;B;—l (Item 5).

Similarly, the second (third) item follows from Items 1
and 4 of Proposition 2 (Proposition 3).

To prove Item 4, we note that (M, s’) |= B;p* A Bp*
because 7,j € F(s) (Item 1 of Proposition 2). It remains
to be shown that if (M, s) = B;(—~(B;¢* V B;—¢*)) then
(M',s") |= Bi(=(B;p" V Bj=p")).
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To continue, w.l.o.g., assume that (M, s) = . Observe
that because a is executable in (M, s), we have that s’
(s,00(s)) € W' (W' is the set of worlds in M").

Consider v’ and v’ such that (s’,v') € R} and (v/,v") €
R’ By construction of M’ and Equation (10), we can con-
clude that there are some worlds u and v in M such that
u' = (u,00(), V' = (v,€), (s,u) € R, and (u,v) € R;.
Because (M, s) = B;(—(Bje V B;j—¢p)), we can conclude
that there exists (u,z) € R; such that ((M,v)

(M, z) = —¢) and ((M,v) £ —p = (M 2) = o).
This implies that 2’ = (z,¢) € W' and (v/,2') € R’.
Because a is a sensing action, the valuation of the Worfd
a’ is bisimilar to that of z for x € {s,u,v,z}, ie., at
every u' there exist v’ and 2’ such that (u',v") € R,
(W, 2') € R), and (M',0) = ¢ = (M',2') |= ~p) and
((M',v") E —~p = (M',2") |= ¢). This holds for every v’
and thus (M, s) = B;(=(B,¢ V B,;—p)).

The proof for Item 5 is similar to the proof for Item 4.

O

Proposition 4 shows that there are two possible types of
second-order false beliefs. The first one is represented by
Items 1-3 where an agent believes that another agent has a
false belief about a property of the world (e.g., Example 1:
the second order false-belief formula is B 4,,,,Bsai1yd). The
second one is represented by Items 4-5 where an agent be-
lieves that another agent does not know whether a property
holds while the latter indeed knows the truth value of the
property (e.g., Example 2: the second order false-belief for-
mula is B4—~(Bgp V Bg—p)).

It is worth noticing that (Bolander 2018) developed a DEL
formalism based on edge-conditioned event models to deal
with the second order false-belief tasks and proposed two
criteria, robustness and faithfulness, for such a formalism.
More precisely, these two criteria are stated as follows:

* Robustness: The formalism should not only be able to
deal with one or two selected false-belief tasks, but with
as many as possible, with no strict limit on the order of
belief attribution.

¢ Faithfulness: Each action of the false-belief story should
correspond to an action in the formalism in a natural way,
and it should be fairly straightforward, not requiring inge-
nuity, to find out what that action of the formalism is.

The proposed formalism is robust in that it can work with
any mA* domain, i.e., it is not specifically tailored to any ex-
ample. It is also faithful since the event model for an action
occurrence can be automatically computed given the mA4*-
domain and a Kripke model, and thus, does not require any
special attention.

5 Discussion and Conclusion

The present paper is strongly related to formalisms that fo-
cus on second-order false beliefs (SCFB) in epistemic plan-
ning context or works that extend or propose alternative to
mA*. (Bolander 2018) is probably the first paper® that dis-
cussed the SCFB task in the context of epistemic planning.
It points out that the use of event-models in m.A* cannot

8This is an extension of an earlier paper.
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address the SCFB task as well as the importance of observ-
ability of the form ‘who sees who’ in reasoning about beliefs
and knowledge. The main difference between the work by
(Bolander 2018) and the present paper is in the use of DEL
and action language. (Bolander 2018) introduced the notion
of an edge-conditioned event model and showed that it can
be used, together with the encoding of the observations into
the states, to formalize the SCFB tasks in several examples.
He also proposed the notions of robustness and faithfulness
for characterizing formalisms that deal with SCFB tasks. We
discuss these properties and show that SCFB tasks can be
formalized using m.A* under the proposed semantics.

In a recent paper, (Engesser, Herzig, and Perrotin 2024)
proposed a specification language for reasoning about ac-
tions with knowledge and belief, called repetition-free
epistemic-doxastic (REDA), that can deal with SCFB. The
investigation focuses on the fragment REDAS2, i.e., the
set of formulas of modal depth at most two. Unlike sev-
eral action languages that only deal with one modal oper-
ator (belief), the language introduced in (Engesser, Herzig,
and Perrotin 2024) works with two modal operators, belief
and knowledge and assumes that the belief operator is serial,
transitive, and euclidean. On the other hand, at the spec-
ification level, both REDA<? and m.A* are similar in that
they only allow for the specification of effects of actions us-
ing formulas of modal depth at most two (in m.A*, effects
are assumed to be propositional formula). As our focus in
this paper is on higher-oder local observability, we consid-
ered only the belief operator. We note that the separation
work by (Buckingham, Kasenberg, and Scheutz 2020) also
considers two modal operators for an mA*-like language
and several authors (e.g., (Aucher 2008; Son et al. 2015;
Son, Pham, and Pontelli 2024)) discussed conditions under
which languages with event model based semantics can rea-
son about knowledge and belief. As our investigation in this
paper focuses on the construction of event-models to cope
with SCFB, it is not clear to us whether the proposed seman-
tics can maintain the KD45 property of states after action
occurrences. It will be a topic of our future investigation.

In (Rajaratnam and Thielscher 2021), the authors pro-
posed an action language, called Dynamic Epistemic Repre-
sentation (DER), for representing and reasoning with event
models for epistemic planning. In DER, observations are
parameterized with agents which indicate the ownership of
observations. Action effects, both on the state of the world
or on the beliefs of agents, can be specified by a single type
of statements of the form “a causes ¢ if 1).” DER also has an
event-model based semantics, i.e., each action specification
is translated into an event-model. The results of the execu-
tion of an action in a state is then defined by the usual prod-
uct update operator. We notice that DER, however, cannot
work with the SCFB task as well because the construction
of event models does not take into consideration agents’ un-
certainty about other agents’ observability (e.g., the event
model constructed for the Sally-Anne example consists of
only two events similar to that of m.A*).

An edge-conditioned event-model based semantics for
mA* has been proposed in (Pham et al. 2022). Tt ap-
pears that this semantics can also deal with the SCFB tasks
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as it is a consequence of Proposition 1 in (Pham et al.
2022) even though a formal proof was not presented. The
event-model constructed following this approach has only
two events as in the original semantics of mA*. How-
ever, agents’ accessibility relation between events are con-
ditioned on the worlds. It is worth noticing that other
modifications and extensions of m.A* have been proposed.
However, these modifications aim at addressing the be-
lief correction problem of mA* (Izmirlioglu et al. 2022a;
Izmirlioglu et al. 2022b); other consider different types of
actions such as non-deterministic actions (Pham, Son, and
Pontelli 2023b) or untruthful announcements (Pham, Son,
and Pontelli 2022). Most of these extensions, however, em-
ploy edge-conditioned event-models. It will be interesting
to see how these extensions can be considered under the se-
mantics proposed in this paper. We leave this as a future
research topic.

We observe that the proposed semantics can easily be im-
plemented in systems that use m.A* as their specification
language such as the system in (Le et al. 2018) by replacing
the algorithm computing the event-models defined in (Baral
et al. 2022) with the one proposed in Section 3. This will
yield a system that can reason correctly with second-order
false beliefs.

6 Conclusions and Future Work

We proposed a new semantics for m.A* that take into con-
sideration higher-order action observability of agents in the
construction of event-models encoding action occurrences.
We proved that the new semantics changes agents’ beliefs
according to their observability and, more importantly, can
properly deal with second-order false-belief tasks. We ar-
gued that the formalism—m.4* under this new semantics—
satisfies two desirable criteria, robustness and faithfulness,
as proposed by (Bolander 2018). We also illustrated the new
definitions through the Sally-Anne second-order false-belief
story as well as a new example and related to works formal-
izing second-order false-beliefs in epistemic planning con-
text. Following the discussion by (Verbrugge 2023), we will
utilize our formalism and focus our attention on developing
computational tools for explaining behaviors in false-belief
tasks and, potentially, detecting deceptive behaviors in the
near future.
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Appendix A: Technical Proofs
A.1. Ontic Actions

Let 7 be a theory, a an ontic action with precondition ) and
(M, s) a state such that (M, s) = 1. Furthermore, assume
that 7 contains the statement “a causes [ if ¢”. In the follow-
ing, we prove some lemma related to the occurrence of a in
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(M, s), which results in (M’, s’). Let us denote the worlds
of M and M’ by W and W', respectively. Proposition 1 is
proved by the following lemmae.
Lemma 1. Let z € W. If (M,x) |= ¢ then (x,0q)) €
W', Furthermore, if (M, x) |= ¥ A @ then (x,0q(z)) = .
Proof. Because (M, x) = 1 and pre(fg,)) = ¥ A Q(x),
we have that 2’ = (z,0q(,)) € W'. By definition, the val-
uation of P assigned to x’ is obtained by applying the sub-
stitution sub(fg(,)) to x. From Equation (6) we know that
[ < ¢ belongs to sub(q(,)), and thus, if (M, ) = ¢ then
(M',2") = I which implies 2’ = [ as [ is a literal. O
Lemma 2. Let x € W. If (M,z) = v, i € F(z), and
(M, ) =B then x'=(x,005)) €M’ and (M',z') |= B;l.
Proof. a' = (x,0q(;)) € W’ by Lemma 1. Consider
(',u’) € R.. By Equation (5) (first line), we can con-
clude that ' # €. Therefore v’ = (u,e) for some u € W.
It follows from Equations (2) and (5) that (z,u) € R;,
(Oaes).e) € RF, (M,u) = 1, and e is a G-event, i.e.,
e = Oqe,. This means that we apply sub(fq,)) to u.
Since (M, z) = B;p and (x,u) € R;, we can derive that
(M,u) |E ¢ (from definition of ). Thus, (M’ u') E I
(Lemma 1). This holds for every «’ such that (', u’) € R].
Therefore, (M',z') = B;l. O
Lemma 3. Lerx € W. If (M,z) = ¢, and i € O(x)
then ¥’ = (x,00,)) € M' and, for every formula w € L7,
(M,z) E B;w iff (M',2") E B;w.
Proof. ' = (x,0q(,)) € W’ by Lemma 1. Consider an
agent i € O(x) and (2/,u’) € R}. Again, from Equations
(2) and (5) (second line) we can conclude that v’ = (u,¢€)
for some u € W and (z,u) € R;. Because o(e) = (), the
valuation over P assigned to v’ is bisimilar to that of . This
holds for every ' such that (z’,u') € R]. (*)
Now consider v such that (x,v) € R;. Because i € O(s),
we have that ((z,0q(s)), (v,€)) € R; and v is bisimilar to
(v, €). This holds for every v such that (z,v) € R;.  (*%)
(*) and (**) imply the conclusion of the lemma. U
Lemmad. Letx € W. If (M,z) =1, i € F(z)and j €
F'(M,x), and (M, z) = B;B;p then (M',z') |= B;B;l for
z’ = (2, 00(z))-
Proof. Again, ' = (x,0q(,)) € W’ by Lemma 1. Consider
some (z',u') € R;. Similarly to Lemma 2, we have that
u' = (u,0q,)) for some u € W and (z,u) € R;. Since j €
Fi{(M,z), it follows that j € F(u). If (M,z) = B;B;p,
then (M,u) = Bjp. Applying Lemma 2 for u, j, and [
implies that (M’,v') = B;l. Thus, (M’,2’) =B;B;l. O
Lemma 5. Let x € W. Assume (M,z) = ¢, i € F(x),
j € Of(M,x), and w € LP. Then, (M',s') = B;B,w if
<M, (E> }: BZ'B]‘(U.
Proof. Again, v’ = (x,0q(,)) € W' by Lemma 1.
Consider some (z',u') € R.. Similarly to Lemma 2, we
have that u" = (u, fq,,)) for some u € W and (z,u) € R;.
Since j € OY(M, x), it follows that j € O(u). If (M, z) =
B;B;w, then (M,u) |= Bjw. Applying Lemma 3 for u,
Jj, and w implies that (M’,v') = Bjw. Thus, (M',z') =
Bq;ij. O
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A.2. Sensing and Announcement Actions

Proof for Proposition 2.

1. Assume that (M, s) = ¢. Because (M, s) = ¢ and a is
executable in (M, s), we have that the designated event
s of M" is (s,fqs)). Consider agent i € F(s) and
(s',u') € Rj. Since s' = (s,0q)) and i € F(s), Equa-
tion (10) (first line) implies that u’ = (u, g (,,)) for some
u € W. This implies that pre(fo(,)) = @, necessarily
u = ¢, and since sub(fq(,)) = 9, u' = ¢. This holds
for every ' such that (s’,u’) € R}, which implies that
(M’ s") |E B;p. (The proof for (M, s) = —p is similar).

2. Similar to the proof of Item 3 of Proposition 1.

3. Assume that (M, s) = ¢. Leti € F(s) U P(s),and j €
F*(M, s). Similar arguments to the proof of Item 1 allow
us to conclude that s” = (s, fqs)) Consider (s',u’) € R;.
By Equations (10) and (2), v’ is either a #-world or a 7-
world, i.e., either u' = (u,0q(y)) or v’ = (u, Tq)) for
some v € W for some v € W and (s, u) € R;. Because
Jj € F'(M,s), we have that j € F'(u). Similar arguments
to the proof of Item 1, we can show thatif u" = (u, 0 (y)).
(M’ u") = @ ANBjp; and if v’ = (u, 7o), (M, u') =
= A Bj—¢. In other words, we have that (M’,s’) |=
Bi((p ABjp) V (mp AB;=¢)).

The proof is similar for the case (M, s) = - holds.

4. The proof is similar to the proof of Item 5 of Proposition 1
with the observations that (i) s" can be either (s, 0qs)) or
(s,Tq(s)) (it depends on whether (M, s) = ¢, as shown
in the proof of Item 1); (if) for every v’ such that (s’, u’) €
R, u' can be either (u, 0 (y)) or (u, o)) for some u €
W such that (s,u) € R;asi € F(s) U P(s); and (iii)
j € O'(M, s) implies that j € O(u). O

Proof for Proposition 3. The proof of this proposition is
almost identical to the proof for Proposition 2, without the
case (M, s) E —¢ as we assume that the announcement is
truthful. g
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