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Abstract
Argumentation frameworks are a core formalism in the field of formal argumentation, with several semantics being proposed in the literature. Among them, preferred semantics is one of the most popular but comes with relatively high complexity. In fact, deciding whether an argument is skeptically accepted, i.e. contained in each preferred extension, is \( \Pi^2_1 \)-complete. In this work we study the complexity of this problem w.r.t. the length of the cycles in the considered AF. Our results show which bounds are necessary to decrease the complexity to \( \text{coNP} \) and \( \mathbb{P} \), respectively. We also consider argumentation frameworks with collective attacks and achieve \( \Pi^2_2 \)-hardness already for cycles of length 4.

1 Introduction
Argumentation is needed to resolve conflicts in potentially inconsistent or incomplete knowledge, which is essential to draw conclusions of any kind. Argumentation frameworks (AFs), introduced in his influential paper by Dung (1995), turned out to be a versatile system for reasoning tasks in an intuitive setting. In AFs we view arguments just as abstract entities, represented by nodes in a directed graph, independent of their internal structure. Conflicts are modelled in form of attacks between these arguments, constituting the edges of said graph representation. However, by their limited syntax it is hard to formalize certain naturally occurring statements in AFs, which is why various generalizations of the standard formalism have been proposed.

One such generalization extends the syntax by collective attacks (Nielsen and Parsons 2006), i.e. a construction where a set of arguments \( T \) attacks an argument \( h \), but no proper subset of \( T \) does; the resulting class of frameworks is often referred to as SETAFs. The underlying structure of SETAFs then is a directed hypergraph. One of the most popular semantics for AFs and SETAFs is preferred semantics. A preferred extension is a subset-maximal set among the sets of arguments that are conflict-free and defend themselves.

It turned out to be \( \Pi^2_2 \)-hard to decide whether an argument is in every preferred extension (Dunne and Bench-Capon 2002), thus an understanding in which scenarios this complexity drops is essential. Cycles have been identified as a source of complexity, which is emphasized by the fact that the problem is \( \mathbb{P} \)-complete if the framework in question has no cycles (or even just no cycles of even length), and \( \text{coNP} \)-complete if there are no cycles of odd length. These results suggest that both even- and odd length cycles contribute to the computational complexity, but in particular a combination of both seem to cause this effect.

The effect of cycles on AFs has been studied in various contexts, e.g. the special issue on loops in AFs (Baroni, Gabbay, and Giacomin 2016), or the concept of weak admissibility (Baumann, Brewka, and Ulbricht 2020; Dauphin, Rienstra, and van der Torre 2020). Regarding computational complexity, previous work has been done on cycle rank (Dvořák, Pichler, and Woltran 2012), even-cycle-freeness (Dunne and Bench-Capon 2001), and odd-cycle-freeness (Dung 1995; Dvořák et al. 2014).

In this work we focus on the complexity of preferred semantics for AFs and SETAFs with bounded cycle length. Our main contributions can be summarized as follows:

- A detailed complexity analysis for the skeptical acceptance problem for a maximal cycle length of \( k \) with \( 0 \leq k \leq \infty \). We provide the exact complexity in most cases, otherwise we state lower and upper bounds.
- For SETAFs, we give a more fine-grained picture and investigate three notions of cycle length for generalizing this concept from graphs to hypergraphs in different ways.
- The extended syntax of SETAFs allows us to pinpoint \( \Pi^2_2 \)-hardness already for cycles of length 4 (for AFs this case remains open); on the other hand for AFs and a particular notion of cycle length for SETAFs we show \( \text{coNP} \)-membership for cycles of length 3.

2 Preliminaries
In the following we will introduce the basic notions of argumentation frameworks and complexity classes. First, we recall the basic definitions for AFs (Dung 1995) and SETAFs (Nielsen and Parsons 2006).

Definition 1. An AF is a pair \( F = (A, R) \) where \( A \) is a non-empty and finite set of arguments, and \( R \subseteq A \times A \) is the attack relation.

Definition 2. A SETAF is a pair \( SF = (A, R) \) where \( A \) is a non-empty and finite set of arguments, and \( R \subseteq (2^A \setminus \{\emptyset\}) \times A \) is the attack relation. For an attack \((T, h) \in R\) we call \( T \) the tail and \( h \) the head of the attack.
We will consider SETAFs where every attack \((T, h)\) has \(|T| = 1\) as an AF. We thus define the following notions in terms of SETAFs, subsuming the respective notions for AFs.

**Definition 3.** Given a SETAF \((A, R)\), we write \(S \rightarrow_R b\) if there is a set \(S' \subseteq S\) with \((S', b) \in R\). Moreover, we write \(S' \rightarrow_R S\) if \(S' \rightarrow_R b\) for some \(b \in S\). We drop subscript \(R\) in \(\rightarrow_R\) if there is no ambiguity. For \(S \subseteq A\), we use \(S^R\) to denote the set \(\{b \mid S \rightarrow_R b\}\).

Central for argumentation semantics are the notions of conflict and defense.

**Definition 4.** Given a SETAF \(SF = (A, R)\), a set \(S \subseteq A\) is conflicting in \(SF\) if \(S \rightarrow_R a\) for some \(a \in S\). A set \(S \subseteq A\) is conflict-free in \(SF\), if \(S\) is not conflicting in \(SF\), i.e. if \(S' \cup \{a\} \not\subseteq S\) for each \((S', a) \in R\). An argument \(a \in A\) is defended (in \(SF\)) by \(S \subseteq A\) if for each \(B \subseteq A\), \(B \rightarrow_R a\) implies \(S \rightarrow_R B\). A set \(T\) of arguments is defended (in \(SF\)) by \(S\) if each \(a \in T\) is defended by \(S\) (in \(SF\)).

Based on these notions a large variety of semantics has been introduced for AFs (Dung 1995; Baroni, Caminada, and Giacomin 2011) and SETAFs (Nielsen and Parsons 2006; Dvůrák, Greßler, and Woltran 2018; Flouris and Bikakis 2019). In this work we are interested in preferred semantics, which we introduce next together with admissible and complete sets.

**Definition 5.** Let \(SF = (A, R)\) be a SETAF and let \(S \subseteq A\) be a conflict-free set in \(SF\). Then, \(S\) is admissible (in \(SF\)), if \(S\) defends itself in \(SF\). \(S\) is complete for \(SF\), if \(S\) is admissible in \(SF\) and contains every argument it defends. \(S\) is preferred in \(SF\), if \(S\) is admissible in \(SF\) and there is no \(T\) admissible in \(SF\) such that \(T \supset S\).

We recall that every preferred extension is complete.

**Complexity.** We assume the reader to have basic knowledge in computational complexity theory,\(^1\) in particular we make use of the complexity classes \(P\) (polynomial time), \(coNP\), and \(\Pi^p_2\). For a given SETAF we consider the skeptical acceptance problem \(\textsc{Skept}_{\text{pref}}\) of formal argumentation: Is a given argument contained in all preferred extensions?

The complexity of skeptical acceptance w.r.t. preferred semantics in SETAFs coincides with that of Dung AFs. As SETAFs generalize Dung AFs the hardness results for Dung AFs (Dvůrák and Dunne 2017) carry over to SETAFs. Also the same upper bounds hold (Dvůrák, Greßler, and Woltran 2018). Hence, in general, \(\textsc{Skept}_{\text{pref}}\) is \(\Pi^p_2\)-complete.

### 3 Bounded Cycle Length in AFs

First, we will define what we mean by maximal cycle length. In the following, a cycle in an AF will be a directed, non-repeating cycle in the graph structure, the length is given by the number of arguments in the cycle. More formally:

**Definition 6.** Let \(F = (A, R)\) be an AF, a cycle \(C\) of length \(n\) is a sequence \(C = (a_1, a_2, \ldots, a_n, a_1)\), such that all \(a_i\) are distinct, for each \(a_i\) with \(1 \leq i \leq n - 1\) there is an

\[^1\]For a gentle introduction to complexity theory in the context of formal argumentation, see (Dvůrák and Dunne 2017).
By inductively applying this argument we obtain a sequence \( (a_1, b_1, a_2, b_2, \ldots) \). If this sequence is finite, for the final argument \( a_f, E \cup \{a_f\} \) is admissible (otherwise there would be a \( b_{j+1} \)) and thus the claims holds. Towards a contradiction assume the sequence is infinite. As the AF is finite and the \( a_i \) and \( b_i \) are from disjoint sets, there is an even length cycle with either \( a_i = a_j \) or \( b_i = b_j \). Notice that in both cases \( j \neq i + 1 \) as we excluded arguments \( b_i \) such that \( a_i \) attacks \( b_i \). But then we have a cycle of length at least 4, which is in contradiction to our assumption \( mc(F) \leq 3 \). 

In fact, as this proof does not rely on a maximal length of odd length cycles, this argument also applies for AFs with arbitrarily long odd length cycles and no even length cycles of length \( \geq 4 \). This property yields an algorithm to verify preferred extensions in polynomial time, which in turn means that skeptical acceptance is in coNP.

**Lemma 2.** Given an AF \( F = (A, R) \) with \( mc(F) \leq 3 \) and a set \( S \), deciding whether \( S \) is a preferred extension of \( F \) is in \( \mathbb{P} \).

**Proof.** One can check in polynomial time whether an argument \( a \in A \) is not skeptically accepted, can be decided by guessing a set \( S \subseteq A \) with \( a \notin S \) and using a \( \mathbb{P} \)-oracle to verify that \( S \) is a preferred extension. Lemma 2 shows that the verification problem for preferred semantics for \( mc(F) \leq 3 \) is in \( \mathbb{P} \). The standard reduction (cf. (Dvořák and Dunne 2017)) has a maximal cycle length of 2 and thus proves coNP-hardness for \( \text{Skep}_{\text{pref}} \) for \( mc(F) \leq 3 \).

For \( mc(F) \leq 4 \) the case is more complicated. The coNP-hardness from \( mc(F) \leq 3 \) is a lower bound, and the general case provides a \( \mathbb{P}^\mathbb{P} \)-upper bound, but it is not established whether one of these is a tight restriction. The results of this section are summarized in the following theorem.

**Theorem 1.** For AFs \( F \) with bounded cycle length, the complexity results in Table 1 hold. Moreover, if \( F \) has no even length cycles of length \( \geq 4 \), \( \text{Skep}_{\text{pref}} \) is coNP-complete.

Lower bounds (i.e. hardness results) carry over from AFs to SETAFs. Upper bounds (i.e. algorithms) for SETAFs also apply for AFs. In the next section we will examine exact complexity results for various SETAF-cycle notions.

### 4 Bounded Cycle Length in SETAFs

Directed cycles in AFs can be generalized to SETAFs in various ways. We will investigate bounded cycle length for skeptical reasoning with the notion of the incidence graph as a starting point, which has applications e.g. in translations from SETAFs to AFs (Polberg 2017). In the incidence graph, the SETAF \( (A, R) \) is represented as a bipartite directed graph, with the arguments \( A \) as one part, and the tails of the attacks in \( R \) as the other. We add an edge from every argument to the tails it appears in, and edges from every tail to arguments attacked by it (see Figure 2a & 2b).

**Definition 7.** For a SETAF \( SF = (A, R) \) let \( \text{tails}(SF) = \{T \mid (T, h) \in R\} \). Then \( \text{Inc}(SF) = (V, E) \) with \( V = A \cup \text{tails}(SF) \) and \( E = \{(i, T), (T, h) \mid (T, h) \in R, t \in T\} \) is its incidence graph.

**Definition 8.** Let \( SF = (A, R) \) be a SETAF. A cycle \( C \) of length \( \ell \) is a directed cycle \( C = (T_1, a_1, T_2, a_2, \ldots, a_n, T_1) \) in \( \text{Inc}(SF) \). We say \( C \) is (i) an incidence-cycle if all \( a_i \) and all \( T_i \) are distinct; (ii) a primal-cycle if all \( a_i \) are distinct; and (iii) a set-cycle if all \( T_i \) are distinct.

As the above suggests, a primal-cycle corresponds to a cycle in the primal graph (Dvořák, König, and Woltran 2021), a representation of a SETAF as a directed graph. For a SETAF \( SF = (A, R) \), its primal graph \( \text{Primal}(SF) \) is the directed graph with \( A \) as its vertices, and an edge between two vertices \( a \) and \( b \) iff \( a \) is part of an attack towards \( b \) in \( R \) (for an example see Figure 2). Every incidence-cycle is a primal-cycle and a set-cycle. Moreover, a SETAF is incidence-acyclic iff it is primal-acyclic iff it is set-acyclic.

Finally, note that on AFs all of these cycle notions coincide with ‘classical’ directed, non-repeating cycles. This leads us to our different notions for the (maximal) cycle length.

**Definition 9.** Given a SETAF \( SF \), let \( mc^3(SF) \), \( mc^w(SF) \), \( mc^X(SF) \) be the length of its longest incidence-cycle, primal-cycle, set-cycle, resp., and 0 if \( SF \) has no such cycle.

We have that \( mc^X(SF) \leq \min\{mc^3(SF), mc^w(SF)\} \). In SETAFs \( SF \) for \( mc^X(SF) \leq 1 \) with \( X \in \{I,P,S\} \) the problem \( \text{Skep}_{\text{pref}} \) is \( \mathbb{P} \)-complete: it is easy to show that — as in AFs (Dunne and Bench-Capon 2001) — every SETAF \( SF \) with more than one complete extension has an even length incidence-cycle. Hence, every SETAF without even length incidence-cycles has only one preferred extension.

The same proof we used to establish coNP-membership for AFs \( F \) with \( mc(F) \leq 3 \) works with little adaptations for SETAFs \( SF \) with \( mc^X(SF) \leq 3 \). However, for our other cycle notions this does not hold, as the SETAF in Figure 2 illustrates: the complete extension \( \emptyset \) cannot be ‘extended’ to an admissible set by adding the tail of any attack in \( SF \), even though there is an admissible set \( \{a, c, e\} \) is a set-cycle but neither a primal-cycle nor an incidence-cycle. Hence, we have \( mc^X(SF) = 4 \) and \( mc^X(SF) = mc^w(SF) = 2 \).

Next, we establish \( \mathbb{P}^\mathbb{P} \)-hardness for the problem \( \text{Skep}_{\text{pref}} \) in SETAFs \( SF \) with \( mc^X(SF) \leq 4 \) and \( X \in \{I,P,S\} \). To this end, we introduce a new reduction from the \( QBF^\mathbb{P} \) problem to \( \text{Skep}_{\text{pref}} \) with a maximal cycle length of 4.

---

Figure 2: (a) A SETAF \( SF \), (b) \( \text{Inc}(SF) \), (c) \( \text{Primal}(SF) \).
Figure 3: $SP^\Phi$ for $\Phi = \forall Y \exists Z \varphi(Y, Z)$ with $Y = \{y_1, y_2\}$, $Z = \{z_1, z_2\}$, and $\varphi = \{\{\bar{y}_1, y_2, \bar{z}_1\}, \{y_1, y_2, z_2\}\}$.

Reduction 2. Let $\Phi = \forall Y \exists Z C$ be a $QBF^F_\varphi$ formula consisting of a set of clauses $C$ over sets of propositional atoms $X = Y \cup Z$. We define the SETAF $SP^\Phi = (A, R)$, where

$A = \{\varphi, \bar{\varphi}\} \cup C \cup Y \cup Y \cup Z \cup \bar{Z}$

$R = \{(x, \bar{x}), (\bar{x}, x) \mid x \in X\} \cup \{(x, \bar{c}) \cup \{\bar{c}, x \mid x \in c, c \mid c \in C\} \cup \{(c, \bar{\varphi}), (\varphi, \bar{c})\} \cup \{(x, \bar{\varphi}), \varphi, \bar{x} \mid x \in X\} \cup \{(\varphi, z), (\bar{\varphi}, \bar{z}) \mid z \in Z\}.$

W.l.o.g. we assume every clause of the formula to contain at least one literal from $Z \cup \bar{Z}$. For an illustration see Figure 3. The main difference between this reduction and Reduction 1 is that here a clause is jointly attacked by the duals of the literals in this clause. This way, a clause is attacked only if the corresponding interpretation makes its duals true. If at least one clause is attacked, $\varphi$ cannot be defended. The attacks from the $x_i$ and $\bar{x}_i$ towards $\varphi$ ensure that every admissible set that contains $\varphi$ also contains either $x$ or $\bar{x}$ (as otherwise $\varphi$ would not be defended). In fact, the longest cycle in $SP^\Phi$ is of length 4.

Lemma 4. $\varphi$ is in every preferred extension of $SP^\Phi$ iff $\Phi$ is valid.

Proof. We start with general observations about $SP^\Phi$. For each $y_i \in Y$, every preferred extension either contains $y_i$ or $\bar{y}_i$. The arguments in $Z \cup \bar{Z}$ can only be in an admissible set $S$ if $\bar{\varphi}$ is attacked and consequently only if $C \subseteq S$. Note that we assume for the $QBF^F_\varphi$ formula every clause $c$ to have at least one literal from $Z \cup \bar{Z}$ and thus no admissible set without arguments $z$ or $\bar{z}$ attacks any arguments $c \in C$. That is, no such admissible set can contain $\bar{\varphi}$. On the other hand, we need to attack $\bar{\varphi}$ in order to include arguments $z$ or $\bar{z}$. Hence, there is no admissible set containing $\bar{\varphi}$.

$\Rightarrow$: Every interpretation $I_Y$ over $Y$ corresponds to an admissible set $\{y_i \mid I_Y(y_i) = true\} \cup \{\bar{y}_i \mid I_Y(y_i) = false\}$ in $SP^\Phi$ and thus there is at least one preferred extension which contains these arguments. Consider one of these preferred extensions $E$. By assumption we have $\varphi \in E$ and thus $\bar{\varphi} \in E^+_R$, i.e. $C \subseteq E$. We next define $I_Z(z) = true$ if $z \in E$ and $I_Z(z) = false$ otherwise. As $E \cap (Y \cup Y \cup Z \cup \bar{Z})$ must defend all $c \in C$ and by the definition of the attack relation we obtain that $I_Y \cup I_Z$ is a satisfying assignment for the formula. We have shown that for every interpretation $I_Y$ there is an interpretation $I_Z$ such that $I_Y \cup I_Z$ satisfies the formula. Hence, the $QBF^F_\varphi$-formula is valid.

"$\Leftarrow$": Towards a contradiction assume that there is a preferred extension $E$ with $\varphi \not\in E$. We can define $I_Y$ such that $I_Y(y) = true$ if $y \in E$ and $I_Y(y) = false$ otherwise. Now as $\Phi$ is valid, for every partial assignment $I_Y$ there is a partial assignment $I_Z$ that $I_Y \cup I_Z$ make $\varphi$ true. That is, by the arguments in first part, there is a preferred extension $E' = \{\varphi\} \cup \{y_i \mid I_Y(y_i) = true\} \cup \{\bar{y}_i \mid I_Y(y_i) = false\} \cup \{z_i \mid I_Z(z_i) = true\} \cup \{\bar{z}_i \mid I_Z(z_i) = false\} \cup C$. We next argue that $E \subseteq E'$. By construction $E$ and $E'$ coincide on $Y$ an $Y$. Moreover, $C \cap E \neq C$, as otherwise we would have either $z_i \in E$ or $z_i \in E$ for each $z_i$ and $\varphi$ defended, i.e. $\varphi \in E$, a contradiction. Consequently, $E \cap (Z \cup \bar{Z}) = 0$. Hence, $E \subseteq E'$, which is in contradiction to $E$ being a preferred extension.

Finally, these results let us state the exact complexity of skeptical reasoning in preferred semantics for SETAFs of bounded cycle length. Hardness results carry over from AFs to SETAFs, as all three cycle notions coincide with classical non-repeating directed cycles in the special case of AFs.

Theorem 2. For SETAFs $S F$ with bounded cycle length, the complexity results in Table 1 hold.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$mc(F) \leq k$</th>
<th>$mc^c(SF) \leq k$</th>
<th>$mc^c(SF) \leq k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 5$</td>
<td>$\Pi_2^P$</td>
<td>$\Pi_2^P$</td>
<td>$\Pi_2^P$</td>
</tr>
<tr>
<td>4</td>
<td>$\coNP$</td>
<td>$\Pi_2^P$</td>
<td>$\Pi_2^P$</td>
</tr>
<tr>
<td>3, 2</td>
<td>$\coNP$</td>
<td>$\coNP$</td>
<td>$\coNP$</td>
</tr>
<tr>
<td>1, 0</td>
<td>$P$</td>
<td>$P$</td>
<td>$P$</td>
</tr>
</tbody>
</table>

Table 1: Complexity of $Skep_{pref}$ for AFs (Col. 1) and SETAFs (Col. 2 and 3); $c$-c denotes completeness for the complexity class $C$.

5 Conclusion

In this work we investigated the effect of a bounded cycle length on the complexity of skeptical acceptance w.r.t. preferred semantics. We showed that for AFs and SETAFs (when considering the set-cycle notion) where the length of cycles is bounded by 3 (or the length of even length cycles is bounded by 2), we can iteratively construct preferred extension from admissible sets. Therefore, the complexity of $Skep_{pref}$ drops to the first level of the polynomial hierarchy. While in AFs especially odd length cycles contribute largely to the hardness of skeptical acceptance, in SETAFs some odd length cycles can be expressed in terms of even length cycles where ‘traditional’ single-argument-attacks are replaced by collective attacks - the only way to achieve conjunctive behaviour (i.e. an argument is attacked iff all of some other arguments are attacked) is in terms of defense, i.e. by introducing an additional argument that has to be defended against all incoming attacks (in Reduction 1 this argument is $\varphi$). While we provided lower and upper bounds in most cases, there are still some gaps in the complexity landscape of AFs and SETAFs w.r.t. bounded cycle length. Besides closing these gaps, future work includes investigations of other semantics. For this, the results from (König 2020) can serve as a starting point.
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