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Abstract
Based on weighted possible-world semantics, Belle and
Lakemeyer recently proposed the logic DS, a probabilistic
extension of a modal variant of the situation calculus with a
model of belief. The logic has many desirable properties like
full introspection and it is able to precisely capture the beliefs
of a probabilistic knowledge base in terms of the notion of
only-believing. While the proposal is intuitively appealing,
it is unclear how to do planning with such logic. The reason
behind this is that the logic lacks projection reasoning mech-
anisms. Projection reasoning, in general, is to decide what
holds after actions. Two main solutions to projection exist:
regression and progression. Roughly, regression reduces a
query about the future to a query about the initial state while
progression, on the other hand, changes the initial state ac-
cording to the effects of actions and then checks whether the
formula holds in the updated state. In this paper, we study
projection by progression in the logic DS. It is known that the
progression of a categorical knowledge base wrt a noise-free
action corresponds to what is only-known after that action.
We show how to progress a type of probabilistic knowledge
base wrt noisy actions by the notion of only-believing after
actions. Our notion of only-believing is closely related to Lin
and Reiter’s notion of progression.

1 Introduction
Rich representation of knowledge and actions has been a
goal that many AI researchers pursue. Among all propos-
als, perhaps, the situation calculus by McCarthy (1963) is
the most widely-studied, where actions are treated as log-
ical terms and agent’s knowledge is represented by logi-
cal formulas. The language has been extended to incorpo-
rate many features like time, concurrency, procedures, etc.
Later, combining it with probability, Bacchus, Halpern, and
Levesque (1999) (BHL) provided a rich account of dealing
with degrees of belief and noisy sensing. The main advan-
tage of a logical account like BHL is that it allows partial
or incomplete specifications of beliefs depending on what
information is actually available in a particular domain.

Alternatively, Belle and Lakemeyer (BL) (2017) proposed
a formulation of BHL’s ideas based on a modal variant of the
situation calculus (Lakemeyer and Levesque 2004), extend-
ing earlier work on static probabilistic beliefs (Belle, Lake-
meyer, and Levesque 2016). Unlike the axiomatic BHL,
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BL’s logic DS is based on possible-world semantics with
distributions over possible-worlds. More concretely, a dis-
tribution is just an assignment of non-negative weights to
the possible worlds. An epistemic state is then defined as a
set of such distributions and a sentence φ is believed with
degree r if and only if the normalized sum of the weight of
worlds that satisfies φ equals r in all distributions of the epis-
temic state. Later, beliefs after a sequence of actions are de-
fined by the notions of action likelihood and observational-
indistinguishability which captures the idea that the agent
might not be able to distinguish between certain actions.

The logic has many interesting properties such as full in-
trospection of beliefs. Besides, it is possible to express all
the agent’s beliefs of a probabilistic knowledge base (KB)
by appealing to a notion of only-believing. Nevertheless,
the problem of how to plan with such logic is still open.
The reason behind this is the lack of projection reasoning
mechanisms. Projection reasoning, in general, is to de-
cide what holds after actions. There are two main solu-
tions to the projection problem: regression and progression.
Roughly, regression reduces a query about the future to a
query about the initial state while progression, on the other
hand, changes the initial state according to the effects of ac-
tions and then checks whether the formula holds in the up-
dated state. Compared with regression, progression is more
challenging as Lin and Reiter (1997) proved that progression
in general requires second-order logic.

Progression has been developed since then, mainly by ap-
pealing to the notion of forgetting. Later, Lakemeyer and
Levesque (2009) showed that the progression of a cate-
gorical knowledge base specified by only-knowing wrt to
a noise-free action amounts to what is only known by the
agent after that action. In the setting of quantitative be-
liefs and noisy actions, the progression would correspond
to what is only believed after actions. However, the current
semantics of the only-believing O in DS is problematic to
reflect this correctly. To see a concrete example, consider
a robot moving toward a wall as in Fig. 1. Suppose a flu-
ent h indicates the robot’s distance to the wall and the robot
is equipped with an accurate sonar (specified by the action
model Σ). In Lakemeyer and Levesque’s work, the follow-
ing holds:
|= O((h = 1 ∨ h = 2) ∧ Σ) ⊃ [sonar(2)]O(h = 2 ∧ Σ)

In English, only-knowing the distance is 1 or 2 and the ac-

Proceedings of the 18th International Conference on Principles of Knowledge Representation and Reasoning
Main Track

465



h

Figure 1: robot moving toward a wall

tion model of sonar entails that after the sonar reads 2 the
agent only knows its distance is 2 (and the action model).
Likewise, in a stochastic setting, one would expect that:

|= O(h = 1: 0.5, h = 2: 0.5, Σ: 1)

⊃ [sonar(2)]O(h = 2 ∧ Σ: 1)

Namely, only-believing h is among {1, 2} with equal de-
gree and the action model with degree one entails that after
the sensing the agent only believes h = 2 (and the action
model) with degree one. This does not follow in the logic
DS . Because the semantics of only-believing in DS seems
only work for the initial state and it’s unclear what an epis-
temic state that satisfies [sonar(2)]O(h = 2 ∧ Σ: 1) looks
like.

Another issues is that DS lacks the expressiveness to
specify belief distributions. Sentences like O((∀u.B(h =
u : U{1,2}(u)) ∧ Σ): 1) are unsatisfiable, even if they are
intuitively reasonable (here U{1,2}(u) refers to the discrete
uniform distribution with points among {1, 2}).

In this paper, we will address the above issues of the logic
DS by modifying both its language and semantics, which
results in a new logic DSp. More concretely, by special
treatment of rigid terms, we are able to express distributions,
for example, the above uniform distribution and geometric
distributions (with expectation 2) ∀u.B(h = u : G( 1

2 , u)).
Besides, only-believing arbitrary formulas is satisfiable in-
cluding the formula in the robot examples. By virtue of our
notion of progressed distribution, we are able to fully re-
construct the results of Lakemeyer and Levesque in the new
logic. For a fragment of the logic, we show classical pro-
gression is first-order definable. Lastly, we provide our so-
lution for the progression of belief in terms of only-believing
after actions.

The rest of the paper is organized as follows. In section 2,
we introduce the syntax and semantics of logic DSp. The
semantics of progression is presented in section 3, where we
address our solution of progression wrt noisy sensing and
stochastic actions. In section 4 and 5, we discuss related
work and conclude the paper, respectively.

2 The Logic DSp
DSp is a modal language with equality and sorts of type
object and action. Implicitly, we assume that number is a
sub-sort of object and refers to the computable numbers C.1
Before presenting the formal definitions, here are the main
features:

1We use the computable numbers as they are still enumerable
and allow representing distributions mentioning real numbers such
as Euler’s number e (Turing 1937).

• standard names: The language includes (countably many)
standard names N for both objects NO and actions NA
(N = NO ∪ NA). This can be viewed as a fixed in-
finite domain closure with the unique name assumption,
which further allows first-order (FO) quantification to be
understood substitutionally. Moreover, equality can also
be treated in a simpler way: every ground term will have
a coreferring standard name, and two terms are equal if
their coreferring standard names are identical.

• rigid and fluent functions: The language contains both flu-
ent and rigid function symbols. For simplicity, all action
functions are rigid and we do not include predicate sym-
bols in the language. Fluents vary as the result of actions,
yet meaning of rigid functions is fixed.

• belief and truth: The language includes modal operators
B and O for degrees of belief and only-believing respec-
tively. Such operators allow us to distinguish between
sentences that are true and sentences that are believed to
be true with positive degrees.

• observational-indistinguishability: Finally, unlike deter-
ministic domains, the effects of action could be non-
deterministic. This is characterized by stochastic actions.
Instead of saying an action might have non-deterministic
effects, we say the action is stochastic and has non-
deterministic alternatives which are not observationally
distinguishable to the agent (as indicated by a special
function oi).

2.1 The Language
Definition 1. The symbols of DSp are taken from the fol-
lowing vocabulary:

• first-order variables: u, v, x, y . . . a, a′ . . .;
• second-order (SO) function variables: F, F ′ . . .;
• rigid function symbols of every arity, such as sonar(x),

including arithmetical functions like +,×, etc.;
• fluent function symbols of every arity, such as dis-

tanceTo(x), heightOf(y), including an unary special sym-
bols l and a special binary symbols oi. Roughly,
l returns the likelihood of an action and oi de-
scribes the observational-indistinguishability (alternative
choices) among actions 2;

• connectives and other symbols: =,∧,¬, ∀,B,O, [·],�,
round and square parentheses, period, colon, comma. B
and O are called epistemic operators.

Definition 2. The terms of the language are the least set of
expressions such that:

• every standard name and FO variable is a term;
• if t1, . . . tk are terms, f a k-ary function symbol, then
f(t1, . . . tk) is a term;

• if t1, . . . tk are terms, F a k-ary SO variable, then
F (t1, . . . tk) is a term.
2We don’t include the usual poss function (action precondi-

tion), as in stochastic setting, that an action is impossible can al-
ways be specified by saying that action has 0 likelihood.
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A term is said to be rigid, if and only if it does not con-
tain fluents. Ground terms are terms without variables while
SO ground terms are terms without FO variables. Primitive
terms are terms of the form f(n1, . . . nk), where f is a func-
tion symbol and ni are object standard names. SO primitive
terms are defined likewise by replacing f with F , a second-
order variable. We denote the sets of primitive terms of sort
object and action as PO and PA, respectively, and the set
of all SO primitive terms as PSO. While object standard
names are syntactically like constants, we require that ac-
tion standard names are all the primitive action terms, i.e.
NA = PA. For example, the action sonar(5), where a sonar
returns the number 5, is considered a standard action name.
Furthermore Z refers to the set of all finite sequences of ac-
tion standard names, including the empty sequence 〈〉. We
reserve standard names >,⊥ inNO for truth values (to sim-
ulate predicates).

Definition 3. The well-formed formulas of the language are
the least set of expressions such that:

• If t1, t2 are terms, then t1 = t2 is a formula;
• If ta is a term of sort action and α a formula, then [ta]α

is a formula;
• If α and β are formulas, v a FO variable, F a SO vari-

able, r, ri rigid terms, then α ∧ β, ¬α, ∀v.α, ∀F.α, �α,
B(α : r), and O(α1 : r1, . . . , αk : rk) are also formulas.

[ta]α should be read as “α holds after action ta” and �α
as “α holds after any sequence of actions.” The epistemic
expression B(α : r) should be read as “α is believed with
a degree r,”. Kα means “α is known” and is an abbrevia-
tion for B(α : 1). O(α1 : r1, . . . αk : rk) may be read as
“the αi with a probability ri are all that is believed”. Sim-
ilarly, Oα means “α is only known” and is an abbreviation
for O(α : 1). For action sequence z = a1 · · · ak, we write
[z]α to mean [a1] · · · [ak]α. αxt is the formula obtained by
substituting all free occurrences of x in α by t. As usual, we
treat α ∨ β, α ⊃ β, α ≡ β, and ∃v.α as abbreviations.

A sentence is a formula without free variables. We use
TRUE as an abbreviation for ∀x(x = x), and FALSE for its
negation. A formula with no � is called bounded; a formula
with no � or [ta] is called static; a formula with no B or
O is called objective; a formula with no fluent, � or [ta]
outside B or O is called subjective; a formula with no B,
O, �, [ta], l, oi is called a fluent formula; a fluent formula
without fluent functions is called a rigid formula.

2.2 The Semantics
The semantics is given in terms of possible worlds, which
define what is true initially and after any sequence of ac-
tions. Compared to non-probabilistic accounts with deter-
ministic actions (Lakemeyer and Levesque 2004), a number
of challenges need to be addressed, including how to specify
probabilities over uncountably many possible worlds, how
to deal with multiple probability distributions entertained by
the agent, and how to deal with probabilistic action effects,
which may be unobservable by the agent.

A world w is a mapping from the primitive terms (PO ∪
PA) and Z to N of the right sort, satisfying:

1. Rigidity: If t is a rigid primitive term, then for all
(w, z), (w′, z′), w[t, z] = w′[t, z′];

2. Arithmetical Correctness: If f is an arithmetical expres-
sion and val is its value in the usual sense, then for all
(w, z), w[f, z] = val. For example, w[1 + 1, z] = 2.
LetW be the set of all such worlds. FO free variables are

handled substitutionally by using standard names. To inter-
pret free SO variables, we need variable maps. A variable
map λ is a mapping from PSO to NO. We write λ ∼F λ′ to
mean λ and λ′ agree excepts perhaps on SO primitives in-
volving F . We now define the co-referring standard names
for SO ground terms (essentially, the denotation of terms).
Given a SO ground term t, a world w, and action sequence
z, a variable map λ, we define |t|zw,λ (read: the co-referring
standard name for t given w, z, λ) recursively by :

1. If t ∈ N , then |t|zw,λ = t;

2. |f(t1, . . . tk)|zw,λ = w[f(|t1|zw,λ, . . . |tk|zw,λ), z];

3. |F (t1, . . . tk)|zw,λ = λ[F (|t1|zw,λ, . . . |tk|zw,λ)].

For a rigid SO ground term t, we use |t|λ instead of |t|zw,λ
for its denotation, moreover, if t is first-order, we write |t|.
We will require that l(a) is of sort number, and oi(a, a′)
only take values > or ⊥, and oi behaves like an equivalence
relation (reflexive, symmetric, and transitive).
oi(a, a′) means a and a′ are observationally indistinguish-

able actions. In the example of Fig. 1, the robot might
perform a stochastic action fwd(x, y), where x is its in-
tended forward distance and y is the actual outcome se-
lected by nature. x is observable to the robot while y is
not. Then, oi(fwd(1, 1.1), fwd(1, 0.9)) says that nature
can non-deterministically select 1.1 or 0.9 as a result for the
intended value 1.

By a distribution d we mean a mapping fromW to R≥0

(non-negative real) and an epistemic state e is any set of
distributions. By a model, we mean a 4-tuple (e, w, z, λ).
In order to prepare for the semantics, we need to extend
l(a), oi(a, a′) from actions to action sequences:
Definition 4. We define

1. l∗ :W ×Z → R≥0 as
l∗(w, 〈〉) = 1 , for every w ∈ W ;
l∗(w, z · a) = l∗(w, z)× n where w[l(a), z] = n;

2. z ∼w z′ as
〈〉 ∼w z′ iff z′ = 〈〉;
z · a ∼w z′ iff z′ = z∗ · a∗, z ∼w z∗, w[oi(a, a∗), z] = >;

Obviously, ∼w is an equivalence relation. We require
that w[l(a), z] ≤ 1 and

∑
{a′:a′∼wa} w[l(a), z] = 1, for all

w ∈ W , z ∈ Z, and a ∈ NA. Since W is uncountable, to
obtain a well-defined sum over uncountably many worlds,
the following three conditions are used for evaluating be-
liefs:
Definition 5. We define BND, EQ,NORM for any distribu-
tion d and any set V = {(w1, z1), (w2, z2), . . .} as follows:

1. BND(d,V, n) iff ¬∃k, (w1, z1), . . . , (wk, zk) ∈ V such
that

∑k
i=1 d(wi)× l∗(wi, zi) > n.

2. EQ(d,V, n) iff BND(d,V, n) and there is no n′ < n such
that BND(d,V, n′) holds.
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3. for any U ⊆ V , NORM(d,U ,V, n) iff ∃b 6= 0 such that
EQ(d,U , b× n) and EQ(d,V, b).
Intuitively, given NORM(d,U ,V, n), n can be viewed as

the normalized sum of the weights of worlds in U wrt d in
relation to V . Here EQ(d,V, b) expresses that the weight of
the worlds wrt d in V is b, and finally BND(d,V, b) ensures
the weights of worlds in V is bounded by b. In essence, even
ifW is uncountable, the condition EQ and BND on d admit a
well-defined summation of the weights on worlds, i.e. only
countably many worlds have non-zero weight wrt d (Belle,
Lakemeyer, and Levesque 2016).

The truth of sentences in DSp is defined as:
• e, w, z, λ |= t1 = t2 iff |t1|zw,λ and |t2|zw,λ are identical;

• e, w, z, λ |= ¬α iff e, w, z, λ 6|= α;
• e, w, z, λ |= α ∧ β iff e, w, z, λ |= α and e, w, z, λ |= β;
• e, w, z, λ |= ∀v.α iff e, w, z, λ |= αvn for every standard

name n of the right sort;
• e, w, z, λ |= ∀F.α iff e, w, z, λ′ |= α for all λ′ ∼F λ;
• e, w, z, λ |= [ta]α iff e, w, z · n, λ |= α and n = |ta|zw,λ;

• e, w, z, λ |= �α iff e, w, z · z′, λ |= α for all z′ ∈ Z .
To prepare for the semantics of epistemic operators, let

We,z,λ
α = {(w′, z′) | z′ ∼w′ z, and e, w′, 〈〉, λ |= [z′]α}. If

z = 〈〉, we ignore z and writeWe,λ
α . If α is FO, we ignore

λ and write We,z
α . If the context is clear, we write Wα.

Intuitively, Wα is the set of alternatives (world and action
sequence pairs) of z that might result in α. A distribution
d is regular iff EQ(d,W{d}TRUE, n) for some n ∈ R>0. We
denote the set of all regular distributions as D.
Definition 6. Given w ∈ W , d ∈ D, z ∈ Z , we define
• wz as a world such that for all primitive term t and z′ ∈
Z , wz[t, z′] = w[t, z · z′];

• dz a mapping such that for all w ∈ W , dz(w) =∑
{w′:d(w′)>0}

∑
{z′:z′∼w′z , (w′)z′=w}

d(w′)×l∗(w′, z′).

wz is called the progressed world of w wrt z. A remark
is that the dz might not be regular for a regular d. For exam-
ple, if the likelihood of z’s alternatives is all zero in worlds
with non-zero weights, then EQ(dz,Wdz

TRUE, 0). Hence we
define:
Definition 7. A distribution d is compatible with action se-
quence z, d ∼comp z iff dz ∈ D; given an epistemic state
e, the set ez = {dz|d ∈ e ∩ D, d ∼comp z} is called the
progressed epistemic state of e wrt z.

As a consequence, d ∼comp 〈〉 iff d ∈ D. Note that the
progressed epistemic state of e are only about it’s regular
subset e ∩ D and ez ⊆ D, therefore e 6= e〈〉 in general.

Proposition 1. Given d ∈ D and z, z′ ∈ Z , dz·z′ = (dz)z′ .
The truth of B and O are given by:

• e, w, z, λ |= B(α : r) iff ∀d ∈ ez ,
NORM(d,W{d},λα ,W{d},λTRUE, n) for n ∈ R and n = |r|λ;

• e, w, z, λ |= O(α1 : r1, . . . , αk : rk) iff ∀d, d ∈ ez iff for
all 1 ≤ i ≤ k, NORM(d,W{d},λαi ,W{d},λTRUE, ni) for ni ∈ R,
and ni = |ri|λ;

Intuitively, an epistemic state e only believes something
after action sequence z, if and only if the progressed epis-
temic state ez is the maximal epistemic state consisting of
all distributions that believe it. However, this definition of
O is problematic to some extents. To see why we need the
following notation.

Let S(d) be the support set of d, i.e. S(d) = {w|d(w) >
0}, we define a distance function ρ for regular distributions
D as ρ(d, d′) =

∑
w∈S(d)∪S(d′) |d(w) − d′(w)|. Clearly

(D, ρ) forms a metric space. Given an infinite sequence
of regular distributions {d1, d2, . . . dn, . . .}, we say it con-
verges to a regular distribution d if for any ε > 0, there exists
a natural number N ∈ N s.t. for any n > N , ρ(dn, d) < ε.
If such a d exists, we write limn→∞ dn = d and call d the
limit of {d1, d2, . . . dn, . . .}.
Definition 8 (Closure). For all e ⊆ D, the closure of e is
defined as cl(e) = {d|d ∈ D, ∃{d1, d2, . . . dn, . . .}, ∀i ∈
N, di ∈ e, limi→∞ di = d}.

We call an e ⊆ D closed if and only if e = cl(e).

Proposition 2. Given regular d and {d1, d2, . . . dn, . . .} s.t.
d = limn→∞ dn, for any w ∈ W , the limit of dn(w) exists
and d(w) = limn→∞ dn(w)

Theorem 1. Let e be an epistemic state, λ a variable map,
α a sentence α, and r a rigid term, if for all d ∈ e,
NORM(d,W{d},λα ,WTRUE, |r|λ), then for all d′ ∈ cl(e),
NORM(d′,W{d

′},λ
α ,WTRUE, |r|λ).

The proof require the definition of limit and Prop. 2. The
theorem suggests that {d|NORM(d,W{d},λα ,WTRUE, |r|λ)}
is a closed set for any α, λ, and r. Therefore, ez should be
closed to enable the maximal semantics for only-believing.
Hence, we have the following definition:

Definition 9 (Progressed Epistemic State). Given e, z ∈
Z , we defined ez as ez = cl({dz ∈ D|d ∈ e ∩ D, d ∼comp
z}), i.e. ez = {d ∈ D|∃{d1, d2, ..., dn, ...}, ∀i ∈ N, di ∈
e ∩ D, di ∼comp z, d = limi→∞(di)z}

A remark is that Definition 9 ensures that ez is closed, yet
whether the ez by Definition 7 already ensures ez is closed
remains open. In case the answer is positive, the two defini-
tions are exactly the same. In case negative, the maximal
semantics for only-believing only works for Definition 9.
Now, the truth of B and O are given exactly the same as
before except ez with the new definition.

For sentence α, we write e, w |= α to mean e, w, 〈〉, λ |=
α for all variable maps λ. When Σ is a set of sentences and
α is a sentence, we write Σ |= α (read: Σ logically entails
α) to mean that for every set of regular distributions e andw,
if e, w |= α′ for every α′ ∈ Σ, then e, w |= α. We say that
α is valid (|= α) if {} |= α. Satisfiability is then defined in
the usual way. If α is an objective formula, we write w |= α
instead of e, w |= α. Similarly, we write e |= α instead of
e, w |= α if α is subjective.

2.3 Comparison with DS and Some Properties
The language of DS and DSp are rather similar except that
DS considers fluent predicates while DSp only has fluent
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functions. While in DS every closed term is a standard
name, we follow (Lakemeyer and Levesque 2011), who use
special standard names for objects and actions. The seman-
tic structures in both logics are essentially the same, con-
sisting of worlds, sets of distributions over worlds serving
as epistemic states, and action sequences. Our use of rigid
mathematical functions, which are not considered in DS , is
similar to theR-interpretation in (Belle and Levesque 2018).
Among other things, this allows us later to express degrees
of belief specified by arbitrary rigid terms.

The main difference lies in the semantics of beliefs and
only-believing. To appreciate the difference, it is instruc-
tive to review the semantics in DS . While many nota-
tions are exactly the same, things diverge from the defini-
tion of Wα. First, DS keeps the traditional special poss
predicate to specify action preconditions and a notion of
exec(z), defined recursively by poss, to express action se-
quence z is executable. Second, DS defines a compatibil-
ity between worlds wrt oi: w′ ∼oi w iff for all a, a′, and
z, w′[oi(a, a′), z] = w[oi(a, a′), z], that is w′ is compatible
withw if they agree on oi. Finally,Wα inDS is then defined
wrt triples e, w, z 3: We,w,z

α = {(w′, z′)|z′ ∼w′ z, w′ ∼oi
w, and e, w′, 〈〉 |= [z′] ∧ exec(z′)}. Note that worlds in
We,w,z
α agree with w wrt observational-indistinguishability.

Truth of beliefs (B′) and only-believing (O′) is given by

• e, w, z |= B′(α : n) iff ∀d ∈ e (not ez),
NORM(We,w,z

α ,WTRUE, n) for constant n;

• e, w, z |= O′(α1 : n1, . . . , αk : nk) iff ∀d, d ∈ e iff ∀i.1
≤ i ≤ k, NORM(d,We,w,z

αi
,WTRUE, ni) for constants ni.

One consequence of only allowing constants in degrees
of belief is that formula like B(p : 0.1 + 0.2) is not well-
defined. The new logic overcomes this by a special treat-
ment of rigid terms that is terms like 0.1+0.2 have the same
denotations in all worlds, i.e. 0.3. This, among other things,
enables us to include formulas like ∀u.B(h = u : G( 1

2 , u))

as well-formed formula, where h is a fluent and G( 1
2 , u)

stands for geometry distribution with expectation 2.
Another observation is that, while Wα in B′ and O′ in-

volves e and w, Wα in B and O, however, only involves
individual d ∈ e. Such a change has major impacts on prop-
erties of the logic like introspection and meta-beliefs. Dis-
cussing them would go beyond the scope of this paper.

We comment that the idea of special treatment of rigid
terms and using individual d ∈ e in Wα for B and O is
from (Liu and Lakemeyer 2021). For the reason of being
self-contained, we reiterate it here and it’s not the main con-
tribution of this work. Yet, we want to emphasize that:

Theorem 2. For any sentence α and rigid ground term r,
O(α : r) is satisfiable.

For any λ, let e = {d|NORM(W{d},λα ,WTRUE, |r|λ)},
clearly e, λ |= O(α : r). This is not the case when replacing
O with O′, even if r is FO, due to the e inWe,w,z

α in O′.

Theorem 3. Given an objective sentence α and constant n,

• |= B(α : n) ≡ B′(α : n);

3Since DS is first-order, the variable map λ is not required.

• |= O′(α : n) ⊃ O(α : n);

Intuitively, in static case, when α is objective, poss, e,
and {d} inWα play no role, thereforeWα coincides in the
two logics. Hence B and B′ are equivalent. As for only-
believing, suppose an e ⊆ D s.t e |= O′(α : n), we have e =
{d|NORM(d,Wα,WTRUE, n)}. By Theorem 1, e is closed,
therefore, e = e〈〉. By semantics, e |= O(α : n). The con-
verse does not hold, since there might exists an open set e s.t.
e |= O(α : n), yet e 6= {d|NORM(d,Wα,WTRUE, n)} =
cl(e) and therefore e 2 O′(α : n).

Although our notion of only-believing is weaker than its
counterpart of DS , we still retain the properties of only-
believing:

Proposition 3. Let α and αi be arbitrary sentences, we have

1. |= O(α1 : r1; . . . αk : rk) ⊃ ∧B(αi : ri);
2. |= O(α : r) ⊃ ¬B(h(~n) = m : r′) for all r, r′, and α,

where ~n and m are std. names and h is a fluent not in α;
3. For any e, e |= O(α1 : r1, . . . , αk : rk) iff
cl(e) |= O(α1 : r1, . . . , αk : rk)

The second part says that the agent has no beliefs about
things not mentioned in the KB. Note that this is not true if
O is replaced by B. In the rest of paper, whenever we write
e |= O(α1 : r1, . . . , αk : rk), we mean a closed e, unless
stated otherwise.

Before we move on, let us turn back to the motivational
example in the introduction:

Example 1. Suppose Σ is the conjunction of the following 4

1. �poss(a) = TRUE

2. �oi(a, a′) = > ≡ ∃y.a = sonar(y) ∧ a = a′

3. �l(a) = x ≡ x = 1 ∧ ∃y.h = y ∧ a = sonar(y),
then 2 O′(h = 1: 0.5, h = 2: 0.5, Σ: 1) ⊃

[sonar(2)]O′(h = 2 ∧ Σ: 1)

Suppose the opposite holds and e, w |= O′(h =
1: 0.5, h = 2: 0.5, Σ: 1). Consider a distribution d s.t.
{d}, w |= K ′(h = 1 ∧ Σ: 1), clearly, d /∈ e since
e, w |= B(h = 1: 0.5). In addition, one can check
{d}, w |= [sonar(2)]K ′(h = 1 ∧ Σ: 1). However, by
hypothesis, e, w |= [sonar(2)]O′(h = 2 ∧ Σ: 1). By se-
mantics of O′, d ∈ e, contradiction. The reason is that truth
of O′ refers to e but not the progressed epistemic state ez .

Lemma 1. (wz)z′ = wz·z′ and (ez)z′ = ez·z′ .

The proof of the first is trivial by definition of wz while
the proof of the later requires not just the definition of ez but
also the triangle property of distance ρ.

Theorem 4. For any sentence ψ, e, w, z |= ψ iff ez, wz |= ψ

The proof is by induction on the structure of ψ. The base
case is by definition ofwz while the induction on ¬,∨, ∃,B,
and O are simply by semantics. The induction on [·] and �
requires Lemma 1.

4Free variables are implicitly universal quantified outside. The
modality � has lower syntactic precedence than the connectives,
and [·] has the highest priority.
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3 The Semantics of Progression
Sometimes, it would be desirable to include usual mathe-
matical functions as logical terms not just +,× like the uni-
form distribution in the introduction U{1,2}. Specially, we
might use summation

∑
as a logical term 5. One way is

to assume infinite rigid function symbols, one for each such
function, and semantically ensure all worlds inW interpret
them identically, another way is to specify them syntacti-
cally by axioms. Here, we take the later approach and call
these axioms definitional axioms 6 and these functions def-
initional functions, terms constructed by definitional func-
tions definitional terms. E.g. the following axiom specifies
U{1,2}.

∀v.∀u.U{1,2}(u) = v ≡ (u = 1 ∨ u = 2) ∧ v = 0.5

∨¬(u = 1 ∨ u = 2) ∧ v = 0
(1)

3.1 Basic Action Theories
BATs were first introduced by Reiter (2001) to encode the
effects and preconditions of actions. Given a finite set of
fluents H, a BAT Σ over H consists of the union of the fol-
lowing sets:

• Σssa: A set of successor state of axioms, one for each flu-
ent in H, of the form �[a]h(~p) = u ≡ γh to characterize
action effects, also providing a solution to the frame prob-
lem (Reiter 2001). Here γh is a fluent formula with free
variables ~p, u and it is functional in u,

• Σoi: A single axiom of the form �oi(a, a′) = > ≡ ψ,
where ψ is a rigid formula, to represent the observational-
indistinguishability relation among actions.

• Σl: A set of axioms of the form �l(a) = L(a) to capture
action likelihoods. Here L(a) is a definitional term with
free variable a.

We require Σssa, Σoi, and Σl to be first-order. The
condition that ψ is rigid ensures that the observational-
indistinguishability among actions is fixed. Besides BATs,
to infer future state, we need to specify what holds initially.
This is achieved by a set of fluent sentences Σ0 (might be
second-order). By belief distribution, we mean the joint
distribution of a finite set of random variables. Formally, as-
suming all fluents in H are nullary, 7 H = {h1, . . . hk},
a belief distribution Bf of H is a formula of the form

5Summation is second-order definable see (Belle and Levesque
2018) for details. A problem of summation as a logical term
is that summation is not closed under the computable domain as
Weihrauch (2012) showed the limit of a infinite summation of ra-
tional could be a non-computable number, see also Specker Se-
quence (Specker 1949). Hence, for some terms with infinite sum-
mations, we cannot assign decent denotations. We use a special
reserved standard name undefined for this purpose.

6In the rest of paper, whenever we write logical implication
Σ |= α, we implicitly mean Σ ∧ ∆ |= α, where ∆ is the set
of all definitional axioms of functions involved in Σ and α.

7As discussed in (Belle and Levesque 2018), allowing fluents
with arguments would result in joint distribution over infinitely
many random variables, which is generally problematic in prob-
ability theory.

∀~u.B(~h = ~u : f(~u)), where ~u is a set of variables, ~h = ~u
stands for

∧
hi = ui, f is a definitional function of sort

number with free variables ~u. Finally, by a knowledge base,
we mean a sentence of the form O(Bf ∧ Σ). Although the
logic allows KB specified by multiple distributions, for ex-
ample, O(Bf1 ∨ Bf2), we only consider KB with single
distribution in this paper.
Example 2. The following is a possible BAT Σ for our robot
moving example:

�[a]h = u ≡ ∃x, y.a = fwd(x, y) ∧ u = max{0, h− y}
∨ ∀x, y.a 6= fwd(x, y) ∧ h = u

�oi(a, a′) = > ≡ ∃x, y, z.a = fwd(x, y) ∧ a′ = fwd(x, z)

∨ a = sonar(z) ∧ a′ = a

�l(a) = L(a) with

L(a) =

{
θ(x, y, 0.2, 0.6) ∃x.∃y.a = fwd(x, y)
θ(z, h, 0.1, 0.8) ∃z.a = sonar(z)

and

further more, θ is given by

θ(x, y,m, n) =

{
m |x− y| = 1
n x = y
0 o.w.

a possible KB O(Bf ∧ Σ) where f is given by 8.

f(u) =

{
1/3 u ∈ {1, 2, 3}
0 o.w.

In English, distance h can only be affected by fwd(x, y)
and the value is determined by value y, not the intended
value x; the robot cannot get across the wall (u = max
{0, h−y}); two actions are observationally indistinguishable
if and only if they are both forward actions with the same in-
tended value or they are identical sensing action; likelihood
of stochastic action fwd(x, y) and noisy sensing sonar(z)
is specified by θ. The agent considers a uniform distribution
among {1, 2, 3} possible initially.

For the objective fragment, our definition of progression
is similar to (Claßen 2013):
Definition 10. Given Σ0, Σ, and an rigid ground action
term t, a set of fluent formula Σ′0 is called the progression
of Σ0 wrt t,Σ iff for all w′ |= Σ′0 ∪ Σ iff there exists w s.t.
w |= Σ0 ∧ Σ and w|t| = w′.
Theorem 5 (Lin and Reiter’s progression). The following is
a progression of Σ0 wrt Σ, t:
∃~F .(Σ0)H~F

∧ ∀~p.∀u.h(~p) = u ≡ (γh)a,H
t, ~F

, where ~F are SO variables s.t. Fi, hi are of the same arity.
Since LR progression was proposed, efforts have been

made to find fragments where Σ′0 is first-order. For exam-
ple, if the successor state of axioms is local-effect (Liu and
Levesque 2005), the progression is first-order definable. In-
tuitively, local-effect means actions can only affect locally,
like the block world example, the action move(x, y, z), i.e.
moving object x from y to z, only affects locally on the ob-
ject x and location y and z but nothing globally. Here we
show that the progression of the nullary fluents fragment is
first-order definable.

8Here, “∈” should be understood as a finite disjunction. For
readability, we write the definition functions in this form, they
should be understood as logical formula as Equation 1.
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Theorem 6. Given Σ0, Σ, and an ground action term t
where every fluents in H are nullary, then the following is
a progression of Σ0 wrt Σ, t:
∃~v.(Σ0)

~h
~v

∧ ∀u.h = u ≡ (γh)a,
~h

t,~v

The proof is based on the fact that ∃V.α is logically
equivalent to ∃v.(α)Vv if V is nullary. A formal proof is
by an induction on the size of α. We omit it here for
space reasons. We mark the FO progression given by Theo-
rem 6 as Pro(Σ0,Σ, t), when the context is clear we write
Pro(Σ0, t). For example, let Σ0 = {h = 1 ∨ h = 2}, then
Pro(Σ0,Σ, fwd(1, 2)) = {∃v.(v = 1 ∨ v = 2) ∧ ∀u.h =
u ≡ u = max{0, v − 2}} = {h = 0}.

A comment is that Belle and Levesque (2020) claims that
“... because we are assuming a finite set of nullary flu-
ents, any basic action theory can be shown to be local-
effect, where progression is first-order definable.”

Yet, this is incorrect since we can construct a BAT with
only nullary fluents to simulate a two-counter machine as
in (Zarrieß and Claßen 2016) whose Σssa is not local-effect.

For the subjective fragment, as mentioned in the intro-
duction, the progression of a probabilistic knowledge base
should correspond to the agent’s only-believing after ac-
tions. Formally, we have
Definition 11. We call a formula O(Ψ∧Σ) the progression
of the knowledge base O(Bf ∧ Σ) wrt ground action t, if
and only if O(Bf ∧ Σ) |= [t]O(Ψ ∧ Σ).

Essentially, the task of progression is to find such a Ψ that
follows from Bf .

3.2 Progression after Sensing Actions
To begin with, it’s necessary to define what are sensing ac-
tions. Our view of sensing actions is the same as (Lakemeyer
and Levesque 2009), namely these are actions that provide
information about the world but do not change it. In a formal
way, they are actions that appear in the likelihood axioms
but not in the successor state axioms, like the sonar in Ex-
ample 2. Additionally, sensing actions have no alternatives.
Intuitively, this means that when the sonar reads some value,
the agent knows it reads that value but no others.
Theorem 7. Given a KB O(Bf ∧ Σ) and a sensing action
tsen s.t. O(Bf∧Σ) |= K(l(tsen) > 0), then O(Bf∧Σ) |=
[tsen]O(Bf ′ ∧Σ) where f ′ is a definitional function in term
of f as:
f ′(~u) = 1

ηf(~u)× L(tsen)
~h
~u,

and η =
∑
~u′∈(NO)k f(~u′)× L(tsen)

~h
~u′ .

Namely, the progression of a KB is another KB with be-
lief distribution Bf ′

; the relation between Bf and Bf ′
is

such that the new degrees of belief of (~h = ~u) is just the
normalized product of the old degrees of belief and like-
lihoods of the sensing action. While intuitively the result
might be straightforward. The proof is non-trivial. Suppose
e |= O(Bf ∧ Σ) and e′ |= O(Bf ′ ∧ Σ), the central task of
the proof is to show that etsen = e′. The direction etsen ⊆ e′
is straightforward, whereas the other one is sophisticated. In
fact, for the direction etsen ⊆ e′, we have

Lemma 2. Bf ∧KΣ |= [tsen]Bf ′
, where Bf ,Σ,Bf , and

tsen are the same as Theorem 7.
Definition 12. Given BAT Σ wrt fluentsH, letPH̄ be the set
of all primitive terms of fluents not inH, we define a relation
'H overW as w 'H w′ iff for all t ∈ PH̄ and all z ∈ Z ,
w[t, z] = w′[t, z].

Namely, w 'H w′ iff w and w′ assigns the same denota-
tion for terms without fluent in H. Clearly, 'H is an equiv-
alence relation. We denote the set of all equivalence classes
wrt BAT Σ asWH. Note thatWH is uncountable.
Proposition 4. Given BAT Σ and C ∈ WH, for all standard
names ~n, there is a unique world w s.t. w ∈ C and w |= ~h =
~n ∧ Σ, we mark this world as wC,~n.

Lemma 3. Let Bf ,Bf ′
,Σ, and tsen be as in Theorem 7.

For all d′ ∈ D such that {d′} |= Bf ′ ∧KΣ, there exists a
distribution d ∈ D s.t. {d} |= Bf ∧KΣ and dtsen = d′.

The construction of such d is based on three main steps:
1. By virtue of Prop. 4 and the fact that S(d′) is countable,

there exists a minimal countable set Wcov(d
′) ⊆ WH

such that ∀w ∈ S(d′), ∃C′ ∈ Wcov(d
′), w ∈ C′, namely

Wcov(d
′) covers all worlds in S(d′);

2. For each C′ ∈ Wcov(d
′), we select a C ∈ WH such that

for every world w′ ∈ C′, there exists a unique world w ∈
C which can progress to w′ after tsen. The selected C
formsWcov(d);

3. The last step is to assign weights to w which is exactly the
weight of w′ under d′ divided by the likelihood of tsen.

Essentially, f(~n) = f ′(~n)/L(tsen)
~h
~n if we ignore the η

in Theorem 7. Our construction of d is to reconstruct such
relation at the semantical level: If d′ assigns some weights
to a world w′, then d assigns a world w, which progresses
to w′ after tsen, with the same weights but divided by the
likelihood of tsen. Moreover, the feature of sensing actions
ensures this semantical property can be reflected correctly at
the syntactical level.

Proof of Theorem 7. Suppose two closed e, e′ s.t. e |=
O(Bf ∧Σ) and e′ |= O(Bf ′∧Σ), by Theorem 4, it suffices
to show etsen = e′

“etsen ⊆ e′” : Since O(Bf ∧ Σ) |= Bf ∧ KΣ, e |=
Bf ∧ KΣ by hypothesis. By Lemma 2 and Theorem 4,
etsen |= Bf ′

. By semantics of O and hypothesis, etsen ⊆ e′
“e′ ⊆ etsen” : Since e′ |= O(Bf ′ ∧KΣ), for all d′ ∈ e′,

{d′} |= Bf ′ ∧KΣ. By Lemma 3, ∃d.{d} |= Bf ∧KΣ and
dtsen = d′. Since e |= O(Bf ∧ Σ) by hypothesis, d ∈ e.
d ∼comp tsen due to dtsen = d′. Therefore d′ ∈ {d ∈ D|d ∈
e∧d ∼comp tsen}, hence d′ ∈ etsen . That is e′ ⊆ etsen .

Example 3. Given KB O(Bf ∧ Σ) as Example 2, then
O(Bf ∧ Σ) |= [sonar(2)]O(Bf ′ ∧ Σ), where f ′ is a defi-
nitional function as:
f ′(u) = 1

ηf(u)L(sonar(2))hu = 1
ηf(u)θ(2, u, 0.1, 0.8)

=





1
η ( 1

3 × 0.1) u ∈ {1, 3}
1
η ( 1

3 × 0.8) u = 2

0 o.w.

=

{
0.1 u ∈ {1, 3}
0.8 u = 2
0 o.w.
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The second equality is by the specification of L(a), the
third equal is due to f(u) is non-zero only among {1, 2, 3}.
The last one is because η = 1

3 .

3.3 Progression after Stochastic Actions
Unlike sensing, stochastic actions have observationally in-
distinguishable actions as alternatives, sometimes even in-
finite alternatives. Besides, stochastic actions do affect the
real world. This makes the progression wrt stochastic ac-
tions more complicated than sensing actions

Theorem 8. Given a KB O(Bf ∧ Σ) and a stochastic ac-
tion tsa, O(Bf ∧ Σ) |= [tsa]O(Bf ′ ∧ Σ), where f ′ is a
definitional function in term of f as:
f ′(~u) =

∑
~u′∈(NO)k

∑
a∈NA

f(~u′)× L(a)
~h
~u′ × I(~u, ~u′, a, tsa),

where I is a definitional function given by

I(~u, ~u′, a, tsa) =

{
1 Pro(~h = ~u′, a)

~h
~u ∧ (ψ)a

′

tsa
0 o.w.

Like sensing actions, the central task of the proof is to
show etsa = e′ and the direction etsa ⊆ e′ is straightfor-
ward. Formally, we have

Lemma 4. Bf ∧KΣ |= [tsa]Bf ′
, where Bf ,Bf ′

, and tsa
are the same as Theorem 8.

The proof is rather similar to Lemma 2 but additionally
requires the fact that for all world w and stochastic action
a,
∑
{a′:a′∼wa} l(a) = 1. Unfortunately, the techniques

for sensing actions to construct a distribution as Lemma 3
does not apply to stochastic actions. This is because: 1)
there is not an explicit inverse of f in terms of f ′; and 2)
the correspondence between C and C′ breaks. More con-
cretely, assuming {a1, a2, . . . am} are mutual alternatives,
given w′ ∈ C′, there might be a set of world {w1, w2 . . .}
s.t. w′ = (wi)ai and wi ∈ Ci for different Ci. Conversely,
given a world w ∈ C, wai might belong to different C′i.

To solve this problem, we first consider the case where
action alternatives are finite.

Lemma 5 (Finite Action Alternatives). Let Bf ,Bf ′
, and

Σ be as in Theorem 8, tsa a stochastic actions with finitely
many alternatives under Σ. For all d′ ∈ D such that {d′} |=
Bf ′ ∧ KΣ, there exists a distribution d ∈ D s.t. {d} |=
Bf ∧KΣ and dtsa = d′.

In the following, we only consider the case that
EQ(d′,WTRUE, 1). If EQ(d′,WTRUE, c) for c 6= 1, a dis-
tribution can be constructed in the same way except that the
weight of worlds is proportionally increased by c.

We first observe that given a world w s.t. w |= ~h =
~n ∧ Σ for some ~n, due to the finite alternatives hypothe-
sis, there are only finite alternatives {a~n,1, a~n,2, . . . a~n,m}
whose likelihoods are positive. Moreover, w might progress
to m worlds wa~n,1

, wa~n,2
, . . . wa~n,m

with equivalence class
C′a~n,i

, C′a~n,2
. . . C′a~n,m

. Conversely, given m equivalence
class C′a~n,1

, C′a~n,2
. . . C′a~n,m

, there exists a world w s.t. w |=
~h = ~n∧Σ andwa~n,i

∈ C′a~n,i
for all 1 ≤ i ≤ m. In fact, there

are infinitely many such worlds: the condition wa~n,i
∈ C′a~n,i

only restricts how w interprets terms t ∈ PH̄ after actions

~h = ~n C∞

~h = ~n C2

~h = ~n C1

. . .

C ′
a~n,m

~h = ~n′
m

C ′
1 C ′

2
. . . ∑

= f ′(~n′
m)

. . .

C ′
a~n,2

~h = ~n′
2

C ′
1 C ′

2
. . . ∑

= f ′(~n′
2)

C ′
a~n,1

~h = ~n′
1

C ′
1 C ′

2
. . . ∑

= f ′(~n′
1)

a~n,m

a~n,2

a~n,1

. . .

Figure 2: The selection of S(d) for stochastic actions with finite
alternatives.

a~n,i for 1 ≤ i ≤ m, worlds might interpret t differently
when z 6= a~n,i. We only need to select one such world and
denote the selected world as w~n,C′a~n,1

,C′a~n,2
...C′a~n,m

. Clearly,
we only care about equivalence classes inWcov(d

′), namely,
C′a~n,i

∈ Wcov(d
′). Intuitively, the selected worlds form the

support of d, i.e. S(d). Since m is bounded and C′a~n,i
has

countably many possible values, S(d) is countable.
Figure 2 illustrates the selection procedure. Each rectan-

gle box stands for a world and the text over the box indicates
the equivalence class it belongs to. The size of the box indi-
cates that relative weight of the world. Boxes on the LHS are
worlds that satisfy ~h = ~n and Σ, their possible progressed
worlds are presented on the RHS. The selected world w~n,C1
corresponds to the combination C′a~n,2

= C′2 and C′a~n,i
= C′1

for all i 6= 2 (boxes filled by gray), while w~n,C2 corresponds
to the combination C′a~n,2

= C′1 and C′a~n,i
= C′2 for all i 6= 2

(boxes with dashed boarder). Note that our selection auto-
matically guarantees that different combinations will select
different worlds due to the restriction wa~n,i

∈ C′a~n,i
.

Now consider a distribution d as follows:

d(w) =





f(~n)

m∏

i=1

d′(wa~n,i
)

f ′(~n′i)

w = w~n,C′a~n,1
,C′a~n,2

...C′a~n,m

for some ~n, C′a~n,1
, . . . C′a~n,m

and w |= ∧i[a~n,i]~h = ~n′i
for some ~n′1, ~n

′
2, . . . ~n

′
m

and d′(wa~n,i
) > 0 for all i

0 o.w.

The construction is based on the observation that for ev-
ery selected world w~n,C′a~n,1

,C′a~n,2
...C′a~n,m

, the proportion of
its weight in d to the summed weights of all worlds which
satisfies ~h = ~n ∧ Σ in d, i.e. f(~n), equals the products of
proportions of individual progressed world’s weight in d′ to
and the summed weights in d′ of all worlds which assigns
the same values to fluents inH, i.e. f ′(~n′i). The constructed
distribution d satisfies {d} |= Bf ∧KΣ and dtsa = d′.

While the above construction shows that Lemma 5 indeed
holds for the finite alternatives case, it cannot be generalized
to the infinite alternatives case. A direct reason is that in-
finite C′a~n,i

(i is not bounded) need to be considered which
results in combinations of infinite dimensions where each
dimension has countably infinite candidates. Consequently,
S(d) is uncountable. Nevertheless, a weaker lemma exists
and is sufficient to prove the progression theorem.
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Lemma 6. Let Bf ,Bf ′
, and Σ be as in Theorem 8, tsa a

stochastic actions. For all d′ ∈ D such that {d′} |= Bf ′ ∧
KΣ and any ε > 0, there exists a distribution d ∈ D s.t.
{d} |= Bf ∧KΣ and ρ(dtsa , d

′) < ε.
The idea is to only consider a finite subset of tsa’s alter-

natives and construct a distribution d using the above proce-
dure wrt the finite set of alternatives. It can be shown that
d satisfies Bfi ∧KΣ. Additionally, by increasing the size
of the finite set of alternatives, the distance ρ(dtsen , d

′) de-
creases accordingly and is eventually less than ε.

Proof of Theorem 8. Suppose e |= O(Bf ∧ Σ) and e′ |=
O(Bf ′ ∧ Σ), by Theorem 4, it suffices to show etsen = e′

“etsen ⊆ e′” : the proof is exactly the same as its counter-
part of noisy sensing.

“e′ ⊆ etsen” : Since e′ |= O(Bf ′ ∧KΣ), for all d′ ∈ e′,
{d′} |= Bf ′ ∧KΣ. By Lemma 6, ∃d.{d} |= Bf ∧KΣ
and ρ(dtsen , d

′) < ε for any ε. Therefore, ∃{d1, . . . dn . . .}
s.t. {dn} |= Bf ∧ KΣ and there exists N for n > N ,
ρ((dn)tsen , d

′) < ε for any ε. That is, ∃{d1, . . . dn . . .} s.t.
{dn} |= Bf ∧KΣ and limn→∞(dn)tsa = d′. By definition
of etsen , d′ ∈ etsen .

Example 4. Let Bf and Σ) be as Example 2, then O(Bf ∧
Σ) |= [fwd(2, 2)]O(Bf ′ ∧ Σ) where f ′ is given by and

f ′(u) =





1/15 u = 2
4/15 u = 1
1/3 u = 0
0 o.w.

By definition, we have:

I(u, u′, a, fwd(2, 2)) =

{
1 Pro(h = u′, a)hu ∧ ψa

′

fwd(2,2)

0 o.w.

=





1
(∃x, y.a = fwd(x, y) ∧ u = max{0, u′ − y}

∨∀x, y.a 6= fwf(x, y) ∧ u = u′)
∧∃y.a = fwd(2, y)

0 o.w.

=

{
1 ∃y.a = fwd(2, y) ∧ u = max{0, u′ − y}
0 o.w.

and L(a)hu′ =

{
θ(x, y, 0.2, 0.6) ∃x, y.a = fwd(x, y)
θ(z, u′, 0.1, 0.8) ∃z.a = sonar(z)

,

therefore
f ′(u) =

∑
u′
∑
a f(u′)L(a)hu′I(u, u′, a, fwd(2, 2))

=
∑
u′
∑
a f(u′)

{
θ(2, y, 0.2, 0.6)

∃y.a = fwd(2, y)∧
u = max{0, u′ − y}

0 o.w.

=





1
3 × 0.2 u = 2

1
3 × 0.2 + 1

3 × 0.6 u = 1(
1
3 × 0.2 + 1

3 × 0.6 + 1
3 × 0.2

+ 1
3 × 0.2 + 1

3 × 0.6 + 1
3 × 0.2

)
u = 0

0 o.w.

The second line is by L(a)hu× I(u, u′, a, fwd(2, 2)). The
third is because f and θ are zero when u′ and y are not
among {1, 2, 3}, respectively, therefore f ′ is non-zero only
ony if u ∈ {0, 1, 2} and the degrees of belief for each
value of u equals to the sum of products between f(u′) and
θ(2, y, 0.2, 0.6) of all combinations of u′ and y that result
that value (according to u = max{0, u′ − y}).

4 Related Work
We revisit related work from two aspects: knowledge repre-
sentation and projection by progression.

In terms of knowledge representation, our logic builds on
the logic DS , a probabilistic extension of a modal variant
of the situation calculus with a model of belief and only-
believing. What distinguishes us is that our proposed logic
has richer expressiveness that allows us to express a prob-
abilistic knowledge base with arbitrary belief distributions
and the utility of our notion of only-believing does not con-
strain to the static case. The logic DS is based on the first-
order logic OBL (Belle, Lakemeyer, and Levesque 2016), a
probabilistic logic of only-knowing. It is shown that OBL
fully captures the features of the logic OL, the pioneer-
ing work on only-knowing by Levesque (1990). In a game
theory context, Halpern and Pass (2009) have considered
a (propositional) version of only knowing with probability
distributions.

For the aspect of degrees of belief, DSp is inspired by the
work BHL (Bacchus, Halpern, and Levesque 1999), an ax-
iomatic proposal with a conceptually attractive definition of
belief in a first-order dynamic setting. In a less restricted set-
ting, reasoning about knowledge and probability was stud-
ied prior to BHL, (Nilsson 1986; Fagin and Halpern 1994;
Monderer and Samet 1989). Notably, the work of Fagin and
Halpern (1994) can be seen to be at the heart of BHL.

On progression, Lin and Reiter (1997) proposed the most
general account of progression and showed that progres-
sion is second-order definable. Restricted forms of LR-
progression, which are first-order definable, are discussed
there as well and later in (Liu and Levesque 2005; Claßen
et al. 2007; Vassos and Levesque 2007). Based on the notion
of progressed worlds, Lakemeyer and Levesque (2009) show
that the progression of categorical knowledge against noise-
free actions amounts to only-knowing after actions. For a
limited type of theory, the progression of discrete degrees of
belief wrt context-completeness is considered in (Belle and
Lakemeyer 2011). Belle and Levesque (2020) studied the
progression of continuous degrees of belief for the so called
invertible BATs which exclude our BATs in Example 2. As
a result, our work fills the gap of a general account of pro-
gression in discrete degrees of belief.

5 Conclusion
In this work, we lift the expressiveness of the logic DS .
As a result, we are able to express a probabilistic knowl-
edge base with arbitrary belief distribution. For an inter-
esting fragment, we show that classical progression is first-
order definable. Besides, based on our notion of progressed
distributions, we show how the progression of discrete de-
grees of belief is related to only-believing after actions. In
terms of future work, it would be interesting to see how the
idea of progression can be used in verification of belief pro-
grams (Belle and Levesque 2015).

Acknowledgments
This work has been supported by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) RTG

Proceedings of the 18th International Conference on Principles of Knowledge Representation and Reasoning
Main Track

473



2236 ‘UnRAVeL’. Special thanks to Gerhard Lakemeyer for
his valuable comments.

References
Bacchus, F.; Halpern, J. Y.; and Levesque, H. J. 1999. Rea-
soning about noisy sensors and effectors in the situation cal-
culus. Artificial Intelligence 111(1-2):171–208.
Belle, V., and Lakemeyer, G. 2011. A semantical account of
progression in the presence of uncertainty. In Proceedings of
the AAAI Conference on Artificial Intelligence, volume 25.
Belle, V., and Lakemeyer, G. 2017. Reasoning about proba-
bilities in unbounded first-order dynamical domains. In Pro-
ceedings of the Twenty-Sixth International Joint Conference
on Artificial Intelligence, 828–836. ijcai.org.
Belle, V., and Levesque, H. 2015. Allegro: Belief-based pro-
gramming in stochastic dynamical domains. In International
Joint Conference on Artificial Intelligence (IJCAI), volume
2015, 2762–2769.
Belle, V., and Levesque, H. J. 2018. Reasoning about dis-
crete and continuous noisy sensors and effectors in dynami-
cal systems. Artificial Intelligence 262:189–221.
Belle, V., and Levesque, H. J. 2020. Regression and
progression in stochastic domains. Artificial Intelligence
281:103247.
Belle, V.; Lakemeyer, G.; and Levesque, H. 2016. A first-
order logic of probability and only knowing in unbounded
domains. In Proceedings of the AAAI Conference on Artifi-
cial Intelligence, volume 30.
Claßen, J.; Eyerich, P.; Lakemeyer, G.; and Nebel, B. 2007.
Towards an integration of golog and planning. In IJCAI,
1846–1851.
Claßen, J. 2013. Planning and verification in the agent
language GOLOG. Ph.D. Dissertation, Hochschulbiblio-
thek der Rheinisch-Westfälischen Technischen Hochschule
Aachen.
Fagin, R., and Halpern, J. Y. 1994. Reasoning about
knowledge and probability. Journal of the ACM (JACM)
41(2):340–367.
Halpern, J. Y., and Pass, R. 2009. A logical characterization
of iterated admissibility. In Proceedings of the 12th Confer-
ence on Theoretical Aspects of Rationality and Knowledge,
146–155.
Lakemeyer, G., and Levesque, H. J. 2004. Situations, si!
situation terms, no! In Principles of Knowledge Representa-
tion and Reasoning: Proceedings of the Ninth International
Conference (KR2004), 516–526. AAAI Press.
Lakemeyer, G., and Levesque, H. J. 2009. A semantical
account of progression in the presence of defaults. In Con-
ceptual Modeling: Foundations and Applications. Springer.
82–98.
Lakemeyer, G., and Levesque, H. J. 2011. A semantic char-
acterization of a useful fragment of the situation calculus
with knowledge. Artificial Intelligence 175(1):142–164.
Levesque, H. J. 1990. All i know: a study in autoepistemic
logic. Artificial intelligence 42(2-3):263–309.

Lin, F., and Reiter, R. 1997. How to progress a database.
Artificial Intelligence 92(1-2):131–167.
Liu, D., and Lakemeyer, G. 2021. Reasoning about beliefs
and meta-beliefs by regression in an expressive probabilistic
action logic. In IJCAI.
Liu, Y., and Levesque, H. J. 2005. Tractable reasoning with
incomplete first-order knowledge in dynamic systems with
context-dependent actions. In IJCAI, volume 5, 522–527.
Citeseer.
McCarthy, J. 1963. Situations, actions, and causal laws.
Technical report, Dept. of computer science, Stanford Univ.
Monderer, D., and Samet, D. 1989. Approximating common
knowledge with common beliefs. Games and Economic Be-
havior 1(2):170–190.
Nilsson, N. J. 1986. Probabilistic logic. Artificial intelli-
gence 28(1):71–87.
Reiter, R. 2001. Knowledge in action: logical foundations
for specifying and implementing dynamical systems. MIT
press.
Specker, E. 1949. Nicht konstruktiv beweisbare sätze der
analysis. The Journal of Symbolic Logic 14(3):145–158.
Turing, A. M. 1937. On computable numbers, with an ap-
plication to the entscheidungsproblem. Proceedings of the
London mathematical society 2(1):230–265.
Vassos, S., and Levesque, H. J. 2007. Progression of situ-
ation calculus action theories with incomplete information.
In IJCAI, volume 7, 2024–2029.
Weihrauch, K. 2012. Computable analysis: an introduction.
Springer Science & Business Media.
Zarrieß, B., and Claßen, J. 2016. Decidable verification
of golog programs over non-local effect actions. In Pro-
ceedings of the AAAI Conference on Artificial Intelligence,
volume 30.

Proceedings of the 18th International Conference on Principles of Knowledge Representation and Reasoning
Main Track

474


	Introduction
	The Logic DSp
	The Language
	The Semantics
	Comparison with DS and Some Properties

	The Semantics of Progression
	Basic Action Theories
	Progression after Sensing Actions
	Progression after Stochastic Actions

	Related Work
	Conclusion

