
Concept Contraction in the Description Logic EL

Tjitze Rienstra1 , Claudia Schon1 , Steffen Staab2,3

1University of Koblenz-Landau, Germany
2University of Stuttgart, Germany

3University of Southampton, United Kingdom
{rienstra, schon}@uni-koblenz.de, steffen.staab@ipvs.uni-stuttgart.de

Abstract

In this paper we study the problem of concept contraction for
the description logic EL. Concept contraction is concerned
with the following question: Given two concepts C and D
(with the interesting case being that D subsumes C) how can
we find a generalisation of C that is not subsumed by D but
is otherwise as similar as possible to C? We take an AGM-
style approach and model this problem using the notion of a
concept contraction operator. We consider constructive def-
initions as well as sets of postulates for concept contraction,
and link the two by means of representation theorems.

1 Introduction
An agent, when faced with new information, must incorpo-
rate this information into its stock of beliefs. Old beliefs
may be inconsistent with this new information, which means
that this process may involve removal of old beliefs. In
the so called AGM approach to belief change, a distinction
is made between belief revision and belief contraction (Al-
chourrón, Gärdenfors, and Makinson 1985). While belief
revision deals with consistently adding a new belief, con-
traction deals with removal of beliefs. Contraction can be
seen as a more fundamental type of change, since revision
can often be defined in terms of contraction, by first remov-
ing beliefs inconsistent with the new belief, after which the
new belief can be added without introducing inconsistency.

One area where belief change plays an important role is
that of ontology change (Flouris et al. 2008). Ontologies
are a central aspect of knowledge representation and play a
foundational role in the Semantic Web, facilitating integra-
tion, sharing and reuse of knowledge across different appli-
cations and domains. Ontology change is a broad topic and
includes ontology evolution, or modification due to change
in the domain or its conceptualisation; ontology debugging
and repair, where ontologies are modified to restore con-
sistency or eliminate faulty conclusions; and also ontology
mapping, matching, integration and merging.

In this paper we investigate belief change for ontologies
by considering the problem of concept contraction: given
two concepts C and D, we want to obtain a new concept
that is as similar as possible to C but that is not subsumed
by D. Obviously, the interesting case here is if D subsumes
C, because otherwise C may be left unchanged. We can see
this as a form of contraction, since C must be generalised

in a way similar to how a knowledge base is weakened dur-
ing belief contraction. Some examples of applications of
concept contraction include problems where e.g. products
or services are described using concepts, and these prod-
ucts or services need to be adapted due to new requirements
(see (Suchanek et al. 2016) and (Teege 1994)). Furthermore
Colucci et. al (2003) consider concept contraction as one of
the operations used in a DL-based model of matchmaking
(finding matches among descriptions of offers and requests).

We take the light-weight description logic EL (Brandt
2004), which forms the basis of the OWL 2 EL profile (The
OWL Working Group 2012) as a basis for our approach for
concept contraction. The most important inference problems
in EL are of polynomial complexity (Baader, Brandt, and
Lutz 2005). Despite its limited expressivity, EL has proven
to be sufficient for large-scale ontologies in areas such
as medicine and health-care (Rector and Horrocks 1997;
Donnelly 2006). Unlike concept contraction, concept revi-
sion would be trivial in EL, since EL lacks the power to
express unsatisfiable concepts, and hence the revision of C
by D can be achieved by intersecting C and D, which does
not lead to inconsistency.

Concept contraction is related to but different from most
existing approaches to belief change for description logics,
which focus on change of a T-Box and/or A-Box as a whole.
These approaches deal with addition and removal of con-
sequences, typically by adding, removing or changing ax-
ioms and assertions in a T-Box or A-Box (see, e.g., (De Gia-
como et al. 2006; Flouris, Plexousakis, and Antoniou 2005;
Liu et al. 2006; Qi and Du 2009; Qi, Liu, and Bell 2006;
Zheleznyakov et al. 2019)). By contrast, our approach deals
with change of concepts. Of course, axioms and assertions
can be changed by changing the concepts to which they re-
fer, so our notion of change may be employed within the
context of changing a T-Box or A-Box as well. Consider
for example the T-Box {Mother ≡ Female u ∃hasChild.>}
and A-Box {Mother(jane)} and suppose we want to con-
tract the fact Mother(jane). This can be done by removing
Mother(jane) from the A-Box, but a more reasonable way to
achieve this, is to assign to jane some weakening of the con-
cept Mother. That is, a concept not subsumed by Mother but
otherwise as similar as possible, which in this case would be
either Female or ∃hasChild.>.

We formalise concept contraction by adapting the AGM
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approach: our object of study is a concept contraction op-
erator 	 that takes as input two concepts C,D and returns
a new concept C 	D representing the contraction of C by
D. On the one hand, we define operators in the familiar con-
structive manner, by adapting the notion of AGM partial and
full meet contraction (Alchourrón, Gärdenfors, and Makin-
son 1985). On the other hand, we propose sets of postulates
that determine classes of operators that are well-behaved in
a precisely stated sense. The constructive definitions are
linked with the postulates by representation theorems, which
establish a precise correspondence between certain classes
of operators and sets of postulates. We furthermore show
that our approach can be applied relative to an acyclic T-Box
containing terminological knowledge that has to be taken
into consideration during contraction. Despite the restric-
tion to acyclic TBoxes our results are relevant to practice,
since EL ontologies with acyclic TBoxes are widely used in
practice. For example, SNOMED CT (Donnelly 2006) and
Gene Ontology (Ashburner et al. 2000) both have an acyclic
TBox (Haase and Lutz 2008).

The overview of this paper is as follows. We start with
the necessary preliminaries concerning the description logic
EL. We then define the notion of a concept contraction op-
erator. Next, we define the class of LCS concept contraction
operators. We then discuss sets of postulates that fully char-
acterize LCS concept contraction, as well as the restricted
class of operators called maxi-choice operators. We then ad-
dress the matter of dealing with contraction with respect to a
background T-Box. This discussion is restricted to T-Boxes
that are acyclic, and we also discuss problems that arise in
case a T-Box contains cycles. We conclude by discussing
related work and some directions for future research.

2 Preliminaries
An EL signature is a pair Σ = (NC , NR), where NC is the
set of atomic concepts andNR the set of atomic roles. Given
a signature Σ = (NC , NR) we use the letters A,B to range
over NC ; R,S to range over NR; and C,D to range over
concepts, which are formulas inductively generated by the
following rule:

> | A | C uD | ∃R.C.

Given a signature Σ, the set of concepts will also be denoted
by C(Σ).

The semantics of EL is defined in terms of interpreta-
tions. Let Σ = (NC , NR) be a signature. An interpretation
I is a pair (∆I , .I), where ∆I is a non-empty set called the
domain and .I is an interpretation function that maps each
A ∈ NC to a set AI ⊆ ∆I and each R ∈ NR to a set
RI ⊆ ∆I ×∆I . The interpretation function is extended to
concepts using the following inductive definition.

>I = ∆I (1)

(C uD)I = CI ∩DI (2)

(∃R.C)I = {a ∈ ∆I | (a, b) ∈ RI for some b ∈ CI} (3)

We say that C is subsumed by D (written C v D) if and
only if for each interpretation I we have CI ⊆ DI . We

furthermore write C ≡ D (equivalence) as shorthand for
C v D ∧ D v C; and C @ D (strict subsumption) as
shorthand for C v D ∧ D 6v C. A T-Box with signature
Σ = (NC , NR) is a finite set of definitions of the form A ≡
C with A ∈ NC and C ∈ C(Σ) such that no A appears
more than once on the left-hand side of a definition in T .
An interpretation I is a model of T if and only if for all
definitions A ≡ C in T we have AI = CI . We say that C
is subsumed by D with respect to T (written C vT D) if,
CI ⊆ DI holds for every model I of T and write C ≡T D
(resp. C @T D) as shorthand forC vT D∧D vT C (resp.
C vT D ∧D 6vT C).

Given a T-Box T we say that an atomic concept A de-
pends on another atomic concept B if B appears on the
right-hand side of the definition of A. A T-Box is acyclic
if no concept depends, directly or indirectly, on itself. Given
an acyclic T-Box T we define the unfolding T̂ (·) by T̂ (A) =
A, if A does not appear on the left-hand side of a defi-
nition in T ; T̂ (A) = T̂ (C), if A ≡ C appears in T ;
T̂ (C u D) = T̂ (C) u T̂ (D); and T̂ (∃R.C) = ∃R.T̂ (C).
Note that T̂ (·) is well-defined only if T is acyclic. If T is
acyclic, subsumption with respect to T can be reduced to
regular subsumption using the rule C vT D if and only if
T̂ (C) v T̂ (D) (Nebel 1990).

When we define contraction with respect to a T-Box T we
need to determine the signature of T consisting only of base
concepts. Given a T-Box T with signature Σ = (NC , NR),
we say that an atomic concept A ∈ NC is a base concept
of T if and only if A does not appear on the left-hand side
of a definition in T . The set of base concepts of T will be
denoted by BT . The base signature of T is the signature
(BT , NR) and will be denoted by Σ↓T . Note that, if T is an
acyclic T-Box with signature Σ then for every concept C ∈
C(Σ), we have T̂ (C) ∈ C(Σ↓T ), i.e. T̂ (C) is expressible in
the signature consisting of just the base concepts of T .

3 Concept Contraction

We model the process of concept contraction by means of
a concept contraction operator. Formally, a concept con-
traction operator � with signature Σ associates each pair of
concepts C,D ∈ C(Σ) with a new concept C �D ∈ C(Σ).
Contraction in this context is understood as finding a weak-
ening or generalisation of C (i.e., some concept C ′ such that
C v C ′) that is not subsumed by D. An important require-
ment is that � is reasonable contraction operator. For ex-
ample, C � D must somehow be as similar as possible to
C. In line with the well-known AGM model of contraction
we provide two types of definitions which make this require-
ment precise. The first is based on an explicit construction
called LCS contraction, and the second is based on sets of
postulates. We then establish a correspondence between the
two types of definitions by means of representation theo-
rems. Our first step is to consider concept contraction with-
out a background T-Box. We look at contraction with respect
to a background T-Box in Section 6.
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4 LCS Contraction
In this section we provide an explicit construction of a par-
ticular kind of contraction operator that we call LCS con-
traction operators. As a first step we define the notion of
remainder. Formally, a remainder of a concept C with re-
spect to a concept D is a maximally specific generalisation
of C not subsumed by D. In the following definitions we
assume that we are working with a fixed signature.
Definition 1. A remainder of a concept C with respect to a
concept D is a concept C ′ such that:

1. C v C ′,
2. C ′ 6v D,
3. @C ′′ such that C v C ′′, C ′′ 6v D, and C ′′ @ C ′.

The following proposition will be useful later on. It states
that, given concepts C and D and a generalisation X of C
that is not subsumed by D, there exists some intermediate
concept between C and X that is a remainder of C with re-
spect to D. This implies (if we set X = >) that a remainder
of C with respect to D always exists, provided that D 6≡ >.
Proposition 1. If C v X and X 6v D then there is some Z
that is a remainder of C with respect to D and Z v X .

Proof. Suppose C v X and X 6v D. Suppose there is no
remainder Z of C with respect to D such that Z v X . Then
for all C ′ such that C v C ′ v X and C ′ 6v D there is a
C ′′ such that C v C ′′ @ C ′ and C ′′ 6v D. This implies
that there is an infinite sequence of concepts C0, C1, C2, . . .
such that C v C0 @ C1 @ C2 . . .. It was shown in (Baader
and Morawska 2010) that this is not possible.

The remainders of C with respect to D can be considered
candidate answers for contractingD fromC. It is easy to see
that sets of remainders are closed under equivalence (i.e.,
if C ′ ≡ C ′′ and C ′ is a remainder of C with respect to
D then so is C ′′). Because we will not concern ourselves
with syntactic form it will be convenient to represent sets
of remainders as sets of equivalence classes under ≡. The
equivalence class of a concept C is the set {D | C ≡ D}
and will be denoted by [C].
Definition 2. Given concepts C and D we define C⊥D by

C⊥D = {[C ′] | C ′ is a remainder of C with respect to D}.

In general,C⊥Dmay contain more than one (equivalence
class of a) remainder. The question is thus: which ones do
we choose? Like in AGM contraction we assume that there
is a selection function σ that selects the “most important”
remainders. Two limiting cases are (1) selection of single
remainders (maxi-choice) and (2) selection of all remainders
(full meet).
Definition 3. A selection function σ selects, given every pair
of concepts C,D, a set σ(C⊥D) such that:

1. If C⊥D 6= ∅ then σ(C⊥D) 6= ∅.
2. If C⊥D 6= ∅ then σ(C⊥D) ⊆ C⊥D.
3. If C⊥D = ∅ then σ(C⊥D) = {[C]}.
σ is called maxi-choice (resp. full meet) if and only if σ
selects exactly one (resp. all) elements of C⊥D.

In general we still need to deal with the fact that the selec-
tion function may select more than one remainder. In AGM
contraction this is dealt with by intersecting all belief sets
chosen by the selection function. This intersection is itself
a belief set (i.e., is closed under logical consequence) and
contains all beliefs that the chosen belief sets have in com-
mon. In our setting this would correspond to the union of the
chosen remainders. This union is, however, not expressible
in EL. Instead we use the least common subsumer, which
captures the best approximation of what a set of concepts
have in common (Baader, Küsters, and Molitor 1999).

Definition 4. A concept C is a least common subsumer (or
LCS) of concepts C1, . . . , Cn if and only if

1. C1, . . . , Cn v C,
2. For each C ′ such that C1, . . . , Cn v C ′ we have C v C ′.

Clearly, given concepts C1, . . . , Cn and C ′1, . . . , C
′
n such

that C1 ≡ C ′1, . . . , Cn ≡ C ′n, we have that C is an LCS of
C1, . . . , Cn if and only if C is an LCS of C ′1, . . . , C

′
n. We

can thus define LCS’s as a function of a set of equivalence
classes under ≡:

Definition 5. Given a set X = {[C1], . . . , [Cn]} we de-
note by LCS(X) the set of least common subsumers of
C1, . . . , Cn.

For any set of concepts, an LCS always exists and is
unique up to equivalence (Baader, Küsters, and Molitor
1999). This implies that LCS(X) coincides with an equiva-
lence class under ≡. We are now ready to define the class of
LCS contraction operators.

Definition 6. Let σ be a selection function. A contraction
operator � is an LCS contraction operator defined by σ if
and only if for all concepts C and D,

C �D ∈ LCS(σ(C⊥D)).

Furthermore, � is called a maxi-choice (resp. full meet)
contraction operator if it is defined by a maxi-choice (resp.
full meet) selection function.

Clearly, any two LCS contraction operators � and �′

defined by the same selection function σ are unique up to
equivalence, in the sense that, for all concepts C and D, we
have C � D ≡ C �′ D. For this reason we will also refer
to the LCS concept contraction operator defined by σ and
denote this operator by �σ .

The picture sketched so far implies that concept con-
traction, like standard AGM contraction, is in general not
uniquely determined. Only full meet contraction yields a
uniquely determined operator. Furthermore, the principle of
minimal change is best captured by a maxi-choice operator,
but this requires one to select single remainders, which may
not be feasible.

We now look at some examples. Here it is useful to first
introduce the notion of a most specific generalisation (MSG)
of an EL concept, Given a concept C, a concept C ′ is an
MSG of C if and only if C @ C ′ and there is no C ′′ such
that C @ C ′′ @ C ′. Finding remainders and finding the
LCS can then be done by iteratively generating MSGs of the
concept we contract from. Clearly, > has no MSG and, if
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F uG uH

F uHF uG G uH

F G H

>

(a)

(∃R.∃Q.F ) uG

(∃R.∃Q.>) uG ∃R.∃Q.F

(∃R.>) uG ∃R.∃Q.>

G ∃R.>

>

(b)

∃R.(F uG uH)

∃R.(F uG) u ∃R.(F uH) u ∃R.(G uH)

∃R.(F uH) u ∃R.(G uH)

∃R.(F uG) u ∃R.(G uH)

∃R.(F uG) u ∃R.(F uH)

. . .. . . . . .

(c)

Figure 1: The lattice of generalisations for the three concepts
(a) F uG uH , (b) (∃R.∃Q.F ) uG, and (c) ∃R.(F uG uH).

C is atomic, then only > is an MSG of C. If C is a con-
junction then replacing one conjunct with its MSG yields
an MSG of C. Finally, the MSG of a concept ∃R.C is
the concept ∃R.C1 u . . . ∃R.Cn, where C1, . . . , Cn are the
MSGs of C, while the MSG of ∃R.> is >. We can de-
pict the lattice of generalisations of a concept using a Hasse
diagram, by placing > at the top, the concept itself at the
bottom, and an arrow from C to C ′ if and only if C ′ is an
MSG of C. Figures 1a and 1b show the lattice of general-
isations of the concepts F u G u H and (∃R.∃Q.F ) u G,
while figure 1c shows part of the lattice of generalisations
of the concept ∃R.(F u G u H) (here, F,G and H are
atomic concepts). These figures will be used in the fol-
lowing examples. Finally, note that we can sometimes re-
place concepts in the lattice by logically equivalent but more
concise ones by the rules outlined above. For example, in
figure 1a we write F u G instead of F u G u >, and in
figure 1c we write ∃R.(F u H) u ∃R.(G u H) instead of
∃R.F u∃R.Gu∃R.(F uH)u∃R.(GuH) (since the first
two conjuncts are subsumed by the third and fourth).
Example 1. Let σ be a selection function. Suppose we
want to determine the contraction

F uG uH �σ F uG. (4)

The lattice of generalisations of F u G u H is shown in
Figure 1a. The remainders of F u G u H with respect to
F u G are enclosed in a solid rectangle, while the LCS of

the two remainders is enclosed in a dotted rectangle. Thus,
if σ is a maxi-choice selection function then (4) equals either
F uH or H uG, and if σ is the full meet selection function,
then (4) equals H .
Example 2. Now consider the contraction

(∃R.∃Q.F ) uG�σ (∃R.∃Q.F ) uG (5)

The lattice of generalisations of (∃R.∃Q.F ) u G is shown
in Figure 1b. The remainders of (∃R.∃Q.F ) u G with re-
spect to itself are enclosed in a solid line, while the LCS of
the two remainders is enclosed in a dotted rectangle. Thus,
if σ is a maxi-choice selection function then (5) equals ei-
ther (∃R.∃Q.>) u G or ∃R.∃Q.F , and if σ is the full meet
selection function, then (5) equals ∃R.∃Q.>.
Example 3. Now consider the contraction

(∃R.∃Q.F ) uG�σ ∃R.>. (6)

In Figure 1b the one remainder of (∃R.∃Q.F ) uG with re-
spect to ∃R.> is enclosed in a dashed rectangle. Since there
is only one remainder, it is also the LCS. Hence (6) equals
G for every possible σ.
Example 4. We finally consider the contraction

∃R.(F uG uH) �σ ∃R.(F uG). (7)

Figure 1c shows part of the lattice of generalisations of
∃R.(F uGuH). The remainder of ∃R.(F uGuH) with re-
spect to ∃R.(F u G) is enclosed in a solid rectangle. Since
there is only one remainder, it is also the LCS. Hence (7)
equals ∃R.(F uH) u ∃R.(G uH) for every possible σ.

One may object to the behaviour of full meet contraction
demonstrated in some of these examples, which is rather
radical. The reason for this lies in the fact that we cannot
express unions and are forced to jump to something more
general that is expressible. For example, the full meet con-
traction in Example 1 yields H , while H u (F t G) might
be considered more reasonable, but not expressible in EL.
It seems however that this is the price we pay for uniquely
determined concept contraction in EL.

5 Postulates for Concept Contraction
In this section we discuss postulates for concept contrac-
tion. They are all reformulations of the well-known AGM
postulates for contraction. We assume that they are defined
with respect to a fixed signature. We reformulate the first
four “basic” AGM contraction as follows.

Preservation: If D ≡ D′ then C �D ≡ C �D′.

Success: If D 6≡ > then C �D 6v D

Inclusion: C v C �D

Vacuity: If C 6v D then C �D ≡ C

These postulates are rather straightforward and we will
omit a detailed discussion. It is easy to see that any LCS
contraction operator satisfies them. The fifth AGM postulate
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∃R.(X u Y )

∃R.X ∃R.Y

∃R.>

>

Figure 2: Lattice of generalisations for ∃R.(X u Y ).

is Recovery, which can be translated as follows.

Recovery: (C �D) uD v C.

Note that, like in the AGM setting, the converse of
Recovery, i.e., C v ((C�D)uD), follows from Inclusion,
provided that we have C v D. Recovery is not appropriate
in the current setting, however. To see why, consider
the contraction ∃R.(X u Y ) � ∃R.X . The lattice of
generalisations of ∃R.(X u Y ) is shown in Figure 2. The
unique remainder of ∃R.(X u Y ) with respect to ∃R.X
is ∃R.Y (see solid rectangle). However ∃R.Y u ∃R.X
is not subsumed by ∃R.(X u Y ). In fact none of the
generalisations of ∃R.(X u Y ), which are all shown in
Figure 2, are subsumed by ∃R.(X u Y ) when intersected
with ∃R.X . Recovery is therefore not suitable for our
purpose. We now look for a replacement for Recovery. We
first need:

Failure: (C �>) ≡ C.

In the presence of Inclusion, Failure follows from Recov-
ery. However, Failure does not follow from the replacements
for Recovery that we consider, and we therefore need Failure
as a separate postulate.

We consider two replacements for Recovery, called Full-
ness and Relevance. Both are reformulations of postulates
considered in (Hansson 1991). Fullness requires that, if
we lose X after contracting D from C then adding X
to the result gives us D again. Relevance weakens this
requirement and states that, if we loseX after contractingD
from C then there is some intermediate concept Y between
C and C � D such that Y is not subsumed by D but is
subsumed by D after adding X back.

Fullness: If C v X and (C � D) 6v X then
(C �D) uX v D.

Relevance: If C v X and C � D 6v X then there is
a Y such thatC @ Y v C�D and Y 6v D and Y uX v D.

Clearly, Relevance implies Fullness. Furthermore, in the
presence of Fullness and Inclusion, Vacuity is redundant:

Proposition 2. If � satisfies Inclusion and Fullness then it
satisfies Vacuity.

Proof. Suppose � satisfies Inclusion and Fullness and sup-
pose that C 6v D. We need to prove that (C � D) ≡ C.
Inclusion implies the w direction. From C 6v D we get,
using Inclusion, (C � D) u C 6v D. Contraposition using
Fullness with X = C now implies (C � D) v C, which
completes the proof.

Together with the basic postulates, Fullness fully charac-
terises maxi-choice LCS concept contraction:

Theorem 1. Let � be a concept contraction operator. The
following are equivalent:

1. � is a maxi-choice LCS concept contraction operator.
2. � satisfies Preservation, Inclusion, Success, Failure and

Fullness.

Proof. We first prove that 1 implies 2. Suppose � is a maxi-
choice operator. Preservation, Inclusion, Success and Fail-
ure follow easily. For Fullness, let C,D,X be concepts and
assume:

C v X (8)
(C �D) 6v X (9)

Inclusion together with (8) implies

C v (C �D) uX. (10)

From (9) it follows that

(C �D) uX @ (C �D). (11)

Since � is a maxi-choice operator, according to Definition 6,
C � D is a remainder of C with respect to D. Then (10)
and (11) imply (C � D) u X v D, which proves that �
satisfies Fullness.

To prove that 2 implies 1, suppose � satisfies Inclusion,
Success, Failure and Fullness. We have to show that � is a
maxi-choice contraction operator. According to Definition 3
and 6 and we achieve this by finding a selection function σ
such that:

(i) σ(C⊥D) = {[C]}, if C⊥D = ∅
(ii) σ(C⊥D) = {[X]} for some [X] ∈ C⊥D, if C⊥D 6= ∅

(iii) C �D ∈ LCS(σ(C⊥D))

We define such a function σ by

σ(C⊥D) = {[C �D]}. (12)

Preservation implies that σ is indeed a selection function.
Then (i) follows via Failure. For (ii) we have to show that
C �D is a remainder of C with respect to D. According to
Definition 1, we have to show that:

(a) C v C �D

(b) C �D 6v D
(c) @C ′′ such that C v C ′′, C ′′ 6v D and C ′′ @ (C �D)
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(a) follows from Inclusion and (b) from Success. For (c)
assume the contrary, i.e., there is a C ′′ such that:

C v C ′′ (13)

C ′′ 6v D (14)

C ′′ @ (C �D) (15)

Then (15) implies

(C �D) 6v C ′′. (16)

Fullness together with (13) and (16) implies

(C �D) u C ′′ v D. (17)

Then (15) and (17) together imply C ′′ v D. This con-
tradicts (14) and thus proves (c). Finally, (iii) follows di-
rectly from (12), which implies that LCS(σ(C⊥D)) =
[C �D].

It is instructive to look at our earlier examples involv-
ing maxi-choice contraction to check that they indeed val-
idate Fullness. Consider Example 4. Suppose we set
C = ∃R.(F u G u H) and D = ∃R.(F u G). We then
have (C � D) = ∃R.(F u H) u ∃R.(G u H). Thus, if
C v X and (C �D) 6v X then either X = ∃R.(F uG) or
X = ∃R.(F uGuH). Hence we have (C �D)uX v D,
which validates Fullness.

Our examples also demonstrate that Fullness is too strong
to characterise non-maxi-choice contraction. Suppose we
set C = D = ∃R.(∃Q.F ) u G. In example 2 we saw that,
if σ is the full meet selection function, then we have (C �σ
D) = ∃R.∃Q.>. This violates Fullness because, if we set
X = G we get C v X and (C � D) 6v X but we do not
have (C �D) uX v D and thus Fullness is not satisfied.

We can characterise LCS contraction in general by replac-
ing Fullness with Relevance.

Theorem 2. Let � be a concept contraction operator. The
following are equivalent:

1. � is an LCS concept contraction operator.
2. � satisfies Preservation, Inclusion, Success, Failure and

Relevance.

Proof. We first prove that 1 implies 2. Let � be an LCS
contraction operator defined by σ. Preservation, Inclusion,
Success, Failure follow easily. To show that � satisfies Rel-
evance, let C,D,X be concepts such that

C v X (18)
(C �D) 6v X. (19)

Using the definition of LCS, (19) implies that there is a Y
such that [Y ] ∈ σ(C⊥D) and

Y 6v X. (20)

Because Y is a remainder of C with respect to D we have
C v Y and, using (18) and (20), we get

C @ Y (21)

Because Y is a remainder we furthermore have

Y v (C �D) (22)
Y 6v D. (23)

Now (20) implies Y u X @ Y . Using (18) and (21) it fur-
thermore follows thatC v Y uX . Because Y is a remainder
of C with respect to D it then follows that

Y uX v D. (24)

We thus have (21), (22), (23) and (24), which proves that �
satisfies Relevance.

To prove that 2 implies 1, suppose � satisfies Inclusion,
Success, Failure and Relevance. We must find a σ such that

(i) σ(C⊥D) = {[C]}, if C⊥D = ∅.
(ii) if C⊥D 6= ∅ then ∅ ⊂ σ(C⊥D) ⊆ C⊥D.

(iii) [C �D] ≡ LCS(σ(C⊥D)).

We define σ by

σ(C⊥D) =


{[C]} if C⊥D = ∅,
{[X] ∈ C⊥D
| X v C �D} otherwise.

(25)

Preservation implies that σ is indeed a selection function.
Then (i) holds by definition. For (ii), assume thatC⊥D 6= ∅.
We then have D 6≡ > and thus Success gives (C �D) 6v D
while inclusion gives C v (C � D). Proposition 1 then
implies that there is a [X] ∈ C⊥D such thatX v C�D and
hence that ∅ ⊂ σ(C⊥D). Clearly we also have σ(C⊥D) ⊆
C⊥D and therefore (ii) holds. For (iii) we consider two
cases:

Case 1: C 6v D. Definition 2 then implies that C⊥D =
{[C]}. Inclusion gives C v C �D and thus, using (25), it
follows that σ(C⊥D) = {[C]}. Hence

LCS(σ(C⊥D)) = [C] (26)

Together with Vacuity, (26) implies (iii).
Case 2: C v D. If D ≡ > then (iii) follows via Failure.

We now assume D 6≡ >. The definition of σ implies that,
for all X ∈ σ(C⊥D) we have X v C �D. The definition
of LCS then implies the w direction.

For thev direction, consider the following two equations:

C �D 6v X (27)
LCS(σ(C⊥D)) 6v X (28)

To prove the v direction of (iii) we first prove that (27) im-
plies (28). Assume (27). If C 6v X then clearly (28) holds.
We now assume C v X . Then, using Relevance, it follows
that there is a Y such that

C @ Y v C �D, (29)
Y 6v D, (30)

Y uX v D. (31)

Then (29) and (30), using Proposition 1, imply that there is
a [Z] ∈ C⊥D such that Z v Y and Z 6v D. Using (31) it
follows that

Z 6v X. (32)
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Because Z v C � D it follows that [Z] ∈ σ(C⊥D). Us-
ing (32) it then follows that (28) holds. We thus proved
that (27) implies (28). The contraposition of this implica-
tion, together with reflexivity of v, implies the v direction
of (iii).

6 Contraction Modulo Acyclic T-Boxes
So far we considered concept contraction involving con-
cepts whose semantics do not depend on a T-Box. We now
look at the setting where there is an acyclic background
T-Box. Let us look at an example. Consider the T-Box
T = {W ≡ V uU,U ≡ H,V ≡ F uG}. To account for T
during contraction we can adapt Inclusion by requiring that
C vT C � D, and Success by requiring that, if D 6≡T >,
thenC�D 6vT D. Examples of results ofW�V satisfying
these requirements include F u U (or equivalently F u H)
and G u U (or equivalently G u H). We now adapt all
postulates discussed so far in a similar way. That is, we
define them relative to a T-Box T and replace v with vT :

T -Preservation: If D ≡T D′ then C �D ≡T C �D′.

T -Success: If D 6≡T > then C �D 6vT D

T -Inclusion: C vT C �D

T -Vacuity: If C 6vT D then C �D ≡T C

T -Failure: (C �>) ≡T C.

T -Fullness: If C vT X and (C � D) 6vT X then
(C �D) uX vT D.

T -Relevance: If C vT X and C �D 6vT X then there
is a Y such that C @T Y vT C � D and Y 6vT D and
Y uX vT D.

Note that all these postulates are equivalent to the original
versions when we assume T is empty.

Given a T-Box T we can define a contraction operator for
the signature of T in terms of a contraction operator for the
base symbols of T as follows.

Definition 7. Let T be a T-Box with signature (NC , NR).
Let � be a concept contraction operator with signature
(BT , NR). We denote by �↑T the contraction operator with
signature (NC , NR) defined by

C �↑T D ≡T T̂ (C) � T̂ (D).

It then holds that:

Proposition 3. � satisfies Inclusion (resp. Success, Fail-
ure, etc.) if and only if �↑T satisfies T -Inclusion (resp. T -
Success, T -Failure, etc).

Proof. Only for Fullness (other postulates are similar).
(Only If) Assume � satisfies Fullness and suppose C vT
X and (C �↑T D) 6vT X . We then have T̂ (C) v
T̂ (X) and, since T̂ (C) � T̂ (D) ≡ T̂ (T̂ (C) � T̂ (D))

also T̂ (C) � T̂ (D) 6v T̂ (X). Fullness now implies that
(T̂ (C) � T̂ (D)) u T̂ (X) v T̂ (D). It then follows that
(C �↑T D) u X vT D. Hence �↑T satisfies T -Fullness.
(If) Suppose �↑T satisfies T -Fullness. and suppose C v X
and (C � D) 6v X. We have T̂ (C) = C, T̂ (D) = D,
T̂ (X) = X and C � D = T̂ (C � D). Hence C vT
X and (C �↑T D) 6vT X. T -Fullness therefore implies
(C �↑T D) u X vT D. Since T̂ (C �↑T D) ≡ C � D it
follows that T̂ (C �↑T D) uX v D.

Thus, a contraction operator for just the base symbols of
an acyclic T-Box T determines a contraction operator for T ,
and the latter is well-behaved (with respect to T ) if and only
if the former is well-behaved. With this result we arrive at
the following generalised representation theorem:
Theorem 3. Let T be a T-Box and �′ be a contraction op-
erator, both with signature (NC , NR). The following are
equivalent:

1. �′ = �↑T for some maxi-choice LCS contraction opera-
tor � with signature (BT , NR).

2. �′ satisfies T -Inclusion, T -Success, T -Failure and T -
Fullness.

The following are also equivalent:
1. �′ = �↑T for some LCS contraction operator � with

signature (BT , NR).
2. �′ satisfies T -Inclusion, T -Success, T -Failure and T -

Relevance.

Proof. From Theorem 1 and 2 with Proposition 3.

Example 5. Let T be the T-Box defined by

T = {W ≡ V u U,U ≡ H,V ≡ F uG}.

Let σ be a selection function, �σ the associated contraction
operator and let �↑Tσ be defined as in Definition 7. Contract-
ing V from W with T as background T-Box yields

W �↑Tσ V ≡T T̂ (W ) �σ T̂ (V )

≡T T̂ (V ) u T̂ (U) �σ T̂ (F ) u T̂ (G)

≡T T̂ (F ) u T̂ (G) uH �σ F uG
≡T F uG uH �σ F uG (33)

Figure 1a shows the lattice of generalisations of F uG uH
and in Example 1 we discussed the possible results of this
contraction. That is, if σ is a maxi-choice selection function
then (33) equals either F uH or H uG, and if σ is the full
meet selection function, then (33) equals H .

7 Contraction Modulo Cyclical T-Boxes
What about contraction modulo T-Boxes containing cycles?
If T is not acyclic then T̂ (·) is not well-defined, so the ap-
proach taken in the previous section does not work. We can
show that there is actually a more fundamental problem pre-
venting us from modelling contraction modulo cyclical T-
Boxes. Suppose we generalise the notion of remainder as
follows.
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C ≡T ∃R.C ≡T ∃R.∃R.C ≡T . . .

...

∃R.∃R.∃R.>

∃R.∃R.>

∃R.>

>

Figure 3: Lattice of generalisations for T = {C ≡ ∃R.C}.

Definition 8. Let T be a T-Box. A T -remainder of C with
respect to D is a concept C ′ such that:

1. C vT C ′,
2. C ′ 6vT D,
3. @C ′′ such that C vT C ′′, C ′′ 6vT D, and C ′′ @T C ′.

We can now define the result of contracting C with D
to be the LCS of one or more T -remainders of C with re-
spect to D. Unfortunately, this does not work. Recall that
a remainder of C with respect to D always exists (unless
D ≡ >). This does not hold for T -remainders if T contains
cycles.

Example 6 (No T -remainder). Consider the cyclical T-Box
T = {C ≡ ∃R.C}. What is the T -remainder of C with
respect to C? Define ci by c0 = > and ci = ∃R.ci−1.
Note that this remainder must be equivalent to ci for some
i ≥ 0. But, for any i ≥ 0, we have ci+1 @T ci, so ci is
not the remainder. Thus, a T -remainder does not exist. The
situation is illustrated in Figure 3.

It has furthermore been shown that the LCS may also
not exist in the presence of cycles (Baader 2003). Thus,
the notion of LCS contraction cannot be applied to cycli-
cal T-Boxes in a straightforward way. A possible way out is
to compute approximations of remainders and of the LCS,
and using this as a basis for an “approximate LCS contrac-
tion” operator. Approximating the LCS in the presence of
cycles has already been investigated by Baader (2003). A
postulate-based characterisation of such an operator can per-
haps be obtained by adapting the postulates discussed in this
paper.

8 Related Work
In the introduction we referred to belief change for ontolo-
gies where change applies to a T-Box/A-Box as a whole.
The notion of concept contraction is however quite differ-
ent, so a direct comparison is not straightforward. We did
argue, however, that change of T-Box/A-Box can often be
achieved by performing contraction of concepts used by ax-
ioms and assertions. This is similar to what Baader et al.
call gentle repairs, i.e., the weakening of axioms rather than

complete removal (Baader et al. 2018). One particular kind
of weakening that they consider is the weakening of an ax-
iom C v D by replacing D with a sufficiently general
weakening of D. This weakening operation is similar to
our approach. However, (Baader et al. 2018) do not model
this as a contraction operator and do not consider postulates.
We leave a more detailed study of this aspect, which should
clarify possible connections with the approaches mentioned
here, to future work.

The original Fullness and Relevance postulates, as well as
a further weakening called Core Retainment, were proposed
by Hansson as possibly more intuitive or reasonable replace-
ments for Recovery (Hansson 1991). He proved, however,
that in the presence of the basic AGM postulates, these pos-
tulates imply Recovery. However, this is not necessarily
true when the underlying logical formalism that is used is
non-classical. For instance, the Relevance postulate is used
in (Ribeiro et al. 2009) to characterise partial meet contrac-
tion operators for various description logics which are non-
classical. This is a form of contraction that applies to sets of
axioms and not to concepts.

Several other works study change of concepts in various
contexts. Colucci et. al (2003) study concept contraction
based on satisfiability rather than subsumption: given two
concepts C and D such that C u D is unsatisfiable, they
consider the problem of finding a generalisation C ′ of C so
that C ′ u D is satisfiable. They consider a specific method
to find such a C ′ that is somehow as similar as possible to
C but they do not consider general classes of contraction
operators or postulates satisfied by this operation.

Teege (1994) studies a difference operator between con-
cepts. Formally, the difference between C and D (assuming
C v D) is defined to be the set maxv({C ′ ∈ L | DuC ′ ≡
C}), where L consists of all concepts expressible in a given
description logic. It is interesting to note that in EL this op-
eration may fail to produce a reasonable answer, and the rea-
son is related to the failure of the Recovery postulate that we
discussed earlier. More precisely, if we setC = ∃R.(XuY )
and D = ∃R.X then there is no concept that, intersected
with D, is equivalent to C, other than C itself.

In the context of what they call combinatorial creativ-
ity, Suchanek et al. (2016) study the problem of combining
existing concepts in order to produce new concepts. They
model addition, removal and modification of (parts of) con-
cepts, focusing on the description logic EL. While their re-
moval operator superficially resembles our contraction op-
erator, it is different in some crucial aspects. First of all,
removal ofD from C in their model is a syntactic manipula-
tion of C that depends on a given ordering of the conjuncts
of the normal form of C. Secondly, removal does not satisfy
Success, since according to their definition, removal of D
from C removes one conjunct of C that is subsumed by D,
but not all. They note that, if Success is desired, then D can
be removed repeatedly, until all conjuncts ofC subsumed by
D are removed.

Wassermann (1998) and Wassermann and Fermé (1999)
consider concept revision based on Grove’s system of
spheres. They apply, like we do, methods from belief re-
vision to the problem of revising concepts (rather than be-

Proceedings of the 17th International Conference on Principles of Knowledge Representation and Reasoning (KR 2020)
Main Track

730



lief sets or knowledge bases). Their model is based on
an abstract description language that is quite different from
description logics. For example, the language contains no
quantification symbols. This makes it hard to compare our
approach to theirs.

Finally, the AGM approach to belief change is not only
about contraction but also about revision. However, in our
setting, revision is a trivial operation. To see why, con-
sider the so called Levi identity, which states how a revi-
sion operator ∗ may be defined in terms of a contraction
operator 	 (Alchourrón, Gärdenfors, and Makinson 1985).
In our setting we may formulate it as follows: C ∗ D =
(C � ¬D) u D, where ¬D is the negation or complement
of D. The problem here is that in EL we cannot express
the complement of a concept. Moreover, every EL con-
cept is satisfiable, which means that revision of C by D can
be achieved simply by intersecting C and D (this could be
called expansion of C by D), since this always yields a sat-
isfiable concept. However, none of this affects concept con-
traction, which is still a non-trivial and interesting operation
in EL.

9 Conclusion and Future Work
We have shown that change of concepts in description logic
can be modeled as a form of contraction very similar to
AGM contraction. This is different from many existing ap-
proaches, which focus on change of T-Box or A-Box. We
defined the notion of LCS concept contraction and charac-
terised it with a set of postulates, which are reformulations of
the well-known AGM postulates for contraction. However,
the Recovery postulate does not apply in our setting and had
to be replaced with the Strong or Relevance postulates.

There are several directions for future work. For example
one may require, like in the traditional AGM approach (Al-
chourrón, Gärdenfors, and Makinson 1985) that selection
functions are based preference orderings, which can be char-
acterised with extra postulates. In our context an interesting
related matter is the representation of such preferences, for
example by annotating concepts with strength values. An-
other direction would be to derive possible selection func-
tions from meta-properties from the OntoClean methodol-
ogy (Guarino and Welty 2009). Another open question is
the complexity of contraction in EL, which may be tractable
since the main inference task in EL are also tractable. Fi-
nally, there is the question of whether our approach can be
applied to more expressive description logics, which is a
matter that we plan to address in future work. As discussed
in the previous section, more expressivity may also mean
that concept revision becomes a non-trivial problem, and
that concept revision and contraction can perhaps be con-
sidered as dual operations, connected by the Levi identity.
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