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Abstract

In human-aware planning problems, the planning agent may need to explain its plan to a human user, especially when the plan appears infeasible or suboptimal for the user. A popular approach to do so is called model reconciliation, where the planning agent tries to reconcile the differences between its model and the model of the user such that its plan is also feasible and optimal to the user. This problem can be viewed as an optimization problem, where the goal is to find a subset-minimal explanation that one can use to modify the model of the user such that the plan of the agent is also feasible and optimal to the user. This paper presents an algorithm for solving such problems using answer set programming.

1 Introduction

In human-aware planning problems (Kambhampati 2019), the planning agent, which we refer to as a robot in this paper, needs to find ways to ensure that its plans are understood and accepted by human users. A typical assumption is that the model or knowledge base of the robot differs from that of the user. As such, a plan that is optimal to the robot may be suboptimal or, worse, infeasible to the user. A popular approach to solve this problem is called the model reconciliation problem (MRP), where the robot needs to provide explanations to the user and reconcile their two models such that the plan of the robot is also optimal in the reconciled model or knowledge base of the robot. Our empirical results show that our ASP-based approach is faster when the explanations are long.

2 Background: ASP and Planning

Logic Programming: Answer set programming (ASP) (Marek and Truszczynski 1999; Niemela 1999) is a declarative programming paradigm based on logic programming under the answer set semantics.

A logic program $p$ is a set of rules of the form $a_0 \leftarrow a_1, \ldots, a_m, \not a_{m+1}, \ldots, \not a_n$, where $0 \leq m \leq n$, each $a_i$ is an atom of a propositional language and $\not a$ represents (default) negation. Semantically, a program $p$ induces a collection of so-called answer sets, which are distinguished models of $p$ determined by answer sets semantics; see the work by Gelfond and Lifschitz (1990) for details. ASP is combined with imperative means in clingo (Gebser et al. 2014) that allows for a more efficient implementation of solvers for problems that requires more than one call to an ASP solver (Son et al. 2016; Nguyen et al. 2017).

Planning Problems as Facts in ASP: A planning problem (Ghallab et al. 1998) is a triple $(I, G, D)$, where $I$ and $G$ encode the initial states of the world and the goal, respectively; and the domain $D$ specifies the actions and their preconditions and effects. Each problem $P$ can be represented as a set of ASP facts. These atoms define object constants, types of objects, actions, the initial state, and the goal state. In this paper, we make use of the representation output by the system available at https://github.com/potassco/plasp. We assume that PDDL problems are typed. The program $\pi(P)$ consists of the following atoms:

(i) type description (type/1);
(ii) constant and fluent declarations (constant/1 and variable/1);
(iii) action declaration (action/1);
(iv) action precondition and effect (precondition/3) and postcondition/4);
(v) initial state (initialState/3); and
(vi) goal state (goal/2).

The use of double keywords such as type(type( )) or variable(variable( )) in plasp could be simplified. To allow them to be automatically processed, we leave them as they are.
Further details about each atom will be apparent from the use in the next sections.

**Explainable Planning:** Explainable planning as discussed by Chakrabarti et al. (2017) assumes that a planning problem \( P = (I, G, D) \) is given, and it is identical to the model of the robot \( P_r = (I_r, G_r, D_r) \). The model of the human \( P_h = (I_h, G_h, D_h) \) may be different from the model of the robot. The focus of this paper is in the model reconciliation process, i.e., to bring the model of the human closer to the model of the robot by means of explanations in the form of model updates. Given \( P_r \) and \( P_h \), a model reconciliation problem (MRP) is defined by a tuple \( (P^*, P_r, P_h) \), where \( P^* \) is a cost-minimal solution for \( P_r \). The goal of MRP is to find a solution (i.e., an explanation) \( \epsilon \) that can be used to update \( P_h \) to \( \cap P_h \) such that \( P^* \) is also a cost-minimal solution of \( \cap P_h \).

This update process involves inserting into \( P_h \) (and/or removing from \( P_h \)) some initial conditions, action preconditions, action effects, or goals. It is required that the changes in the model of the human must be consistent with the robot’s model. (“Consistent” means that if some information (e.g., preconditions or effects) is added to the human’s model, then this information must be present in the robot’s model; if some information is removed from the human’s model, then this information must not be present in the robot’s model.)

### 3 Explainable Planning Using ASP

#### 3.1 Planning Engine

Let \( P = (I, G, D) \) denote a planning problem and \( \pi(P) \) be its representation in ASP. We now present a program \( \pi(n) \) that could be used as an ASP-based planning engine that work with \( \pi(P) \) (see, e.g., Lifschitz (2002)). \( \pi(n) \), together with \( \pi(P) \), can be used to generate all solutions of \( P \) with lengths that are no larger than \( n \). It consists of two groups of rules:

- **Reasoning About Effects of Actions:** (Listing 1) Rules in this group ensure that an action can only be executed if all of its conditions are true and all of the effects of the actions become true. We use \( h(l,t) \) to denote that the fluent \( l \) is true at step \( t \) for \( 1 \leq t \leq n \) and \( occurs(a,t) \) to denote that the action \( a \) occurs at step \( t \).

#### Listing 1: Reasoning About Effects of Actions

1. \( h(X,1) :- \text{initState}(X, \text{value}(X, \text{true})). \)
2. \( \neg h(X,1) :- \text{not initState}(X, \text{value}(X, \text{true})). \)
3. \( h(X,T+1) :- \text{action}(a(T)), \text{occurs}(a,T), \text{postcondition}(a), \text{effect}( \text{unconditional}, X, \text{value}(X, \text{true})). \)
4. \( \neg h(X,T+1) :- \text{action}(a(T)), \text{occurs}(a,T), \text{postcondition}(a), \text{effect}( \text{unconditional}, X, \text{value}(X, \text{false})). \)
5. \( \neg h(X,T+1) :- \text{action}(a(T)), \text{occurs}(a,T), \text{not}\ h(X,T+1). \)
6. \( \neg h(X,T+1) :- \text{action}(a(T)), \text{occurs}(a,T), \text{precondition}(a), \text{effect}( \text{unconditional}, X, \text{value}(X, \text{true})). \)
7. \( \neg h(X,T+1) :- \text{action}(a(T)), \text{occurs}(a,T), \text{precondition}(a), \text{effect}( \text{unconditional}, X, \text{value}(X, \text{false})). \)
8. \( \text{non_exec}(A,T) :- \text{action}(a(T)), \text{occurs}(a,T), \text{not}\ h(X,T). \)
9. \( \text{precondition}(a(T)), \text{occurs}(a,T), \text{not}\ h(X,T). \)
10. \( \text{postcondition}(a(T)), \text{occurs}(a,T), \text{not}\ h(X,T). \)
11. \( \neg \text{non_exec}(A,T) :- \text{action}(a(T)), \text{occurs}(a,T), \text{not}\ h(X,T). \)
12. \( \text{non_exec}(A,T) :- \text{action}(a(T)), \text{occurs}(a,T), \text{precondition}(a), \text{effect}( \text{unconditional}, X, \text{value}(X, \text{true})). \)
13. \( \text{non_exec}(A,T) :- \text{action}(a(T)), \text{occurs}(a,T), \text{precondition}(a), \text{effect}( \text{unconditional}, X, \text{value}(X, \text{false})). \)

The first two rules on Lines 1 and 2 encode the initial state. This encoding employs the Closed-World-Assumption (Reiter 1978). The next two rules on Lines 3-5 and 6-8 define the effect of an action. The rules on Lines 9 and 10 encode the inertia principle. The rules on Lines 11-12 and 13-14 define the predicate \( \text{non_exec}(a,t) \), which states when an action cannot be executed. The constraint on Line 15 prevents non-executable actions from occurring.

- **Goal Enforcement and Action Generation:** (Listing 2)

The rule on Line 1 generates action occurrences. The rules on Lines 2 and 3 specify that the goal is not achieved at time step \( T \) if one of the subgoals has not been achieved. The rules on Lines 4 and 5 enforce that the goal must be satisfied at the end of the horizon, at time step \( n \).

#### Listing 2: Goal Enforcement and Action Generation

1. \( \{ \text{occurs}(A,T) : \text{action}(a(A)) \} \cup \text{goal}(T) \).
2. \( \text{nok}(T) : \text{goal}(X, \text{value}(X, \text{true})), \text{not}\ h(X,T). \)
3. \( \text{nok}(T) : \text{goal}(X, \text{value}(X, \text{false}), \text{not}\ -h(X,T). \)
4. \( \text{goal} :- \text{not nok}(n). \)
5. \( i :- \text{not goal}. \)

Let \( S \) be a set of atoms in \( \pi(P) \cup \pi(n) \) and \( \text{plan}(S) \) denote the sequence \([a_1, \ldots, a_n]\) such that \( \text{occurs}(a_i,t_i) \in S \), where \( t_1 \leq \ldots \leq t_k \), and for every \( (a_i, i) \in S \), \( i \in \{1, \ldots, k\} \).

For a plan \( p = [a_1, \ldots, a_n] \), \( \text{occurs}^*(p) = \{ \text{occurs}(a_i,t_i) \mid i = 1, \ldots, k \} \). It can be shown that for each answer set \( A \) of \( \pi(P) \cup \pi(n) \), \( \text{plan}(A) \) is a solution of \( P = (I, G, D) \) and if \( p = [a_1, \ldots, a_l] \) with \( t < n \) is a solution of \( I, G, D \), then \( \pi(P) \cup \pi(n) \cup \text{occurs}^*(p) \) has an answer set \( A \) such that \( A = \text{plan}(A) \). \( \pi(P) \cup \pi(n) \) has a plan as a solution if \( \pi(P) \cup \pi(n) \cup \text{occurs}^*(p) \) has an answer set. We use \( \pi(P) \) to compute minimal length plan of \( P \) by computing answer set of \( \pi(P) \cup \pi(k) \) for \( k = 1, \ldots, n \), and stop when the first answer set is found.

#### 3.2 Computing Optimal Solution of MRPs

Consider an MRP \( M = (P^*, P_r, P_h) \), where \( P_r = (I_r, G_r, D_r) \), \( P_h = (I_h, G_h, D_h) \), and \( P^* = [a_1, a_2, \ldots, a_l] \) is an optimal (in terms of length) solution of \( P_r \) but not an optimal solution of \( P_h \). An explanation for \( M \) is a pair \((\epsilon^+, \epsilon^-)\), where \( \epsilon^+ \subseteq I_r \cup D_r \) and \( \epsilon^- \subseteq I_h \cup D_h \) that can be used to update \( P_r \) to \( \hat{P}_r = (I_r, G_r, D_r) \) such that \( P^* \) is an optimal plan of \( \hat{P}_r \). An explanation \((\epsilon^+, \epsilon^-)\) is optimal if there exists no explanation \((\theta^+, \theta^-)\) such that \( \theta^+ \cup \theta^- \) is a proper subset of \( \epsilon^+ \cup \epsilon^- \).

In the updated \( \hat{P}_r \), \( \hat{I}_r = (I_r \setminus \{ \epsilon^- \cap I_r \}) \cup (\epsilon^+ \cap I_r) \) and \( \hat{D}_r = (D_r \setminus \{ \epsilon^- \cap D_h \}) \cup (\epsilon^+ \cap D_h) \). Let \( \text{pre}(x,D_r) \) and \( \text{post}(x,D_r) \) be the collection of preconditions and postconditions, respectively, of the action \( x \in D_r \).

Algorithm 1 gives an overview of the process for computing a solution for a problem \((P^*, P_r, P_h)\) and makes use of three ASP programs:

(i) \( \pi_1 \): It computes the explanation \( \epsilon \) of a plan \((P^*)\) with respect to a planning domain \((P_r)\);

(ii) \( \pi_2 \): It updates a planning domain \((P_h)\) with changes from \( \epsilon \) and computes an optimal solution;
Given a plan, its explanation is essentially all the preconditions and effects of the actions in the plan.

The program $\pi_3$ is used to find a minimal set of changes and return it (Lines 14-15).

As we will describe next, $\pi_1$, $\pi_2$, and $\pi_3$ share some subprograms. Thus, to avoid grounding a sub-program multiple times, Lines 4-13 employs a multi-shot solver feature of clingo. The computation of the set of explanations (Lines 10, 12 and 14) is purely encoded in the logic program in Listing 6. We next describe these programs in detail.

$\pi_2$: Computing An Explanation: The program $\pi_2$ is divided into four programs: $\pi_{select}$, $\pi_{update}$, $\pi_{engine} = \pi(n)$ (as described in the previous subsection, with the modification that postcondition(.) and precondition(.) are changed to true(.postcondition(.)) and true(.precondition(.)), and $\pi_{optimal}$. Given ($p^r$, $P_h$, $P_h$), $\pi_3$ computes changes to $P_h$ so that $p^*$ is a plan of $P_h$.

The program $\pi_{select}$ below has as inputs $p^r$, $D_h$, and $D_r$, which are represented by the set of actions of the form $occurs(a,t)$, $human(l)$ for $l \in \pi(D_h)$, and $robot(l)$ for $l \in \pi(D_r)$, respectively. Lines 1-2 set up the time steps from $p^r$. Lines 3-4 (5-6) encode a choice rule which states that an action in $D_h$ ($D_r$) can be added to (removed from) $D_h$ if it is not (is) in $D_h$ (e.g., $\pi add(action(a))$ is true means that action $a$ from $D_h$ is added to $D_h$). Lines 7-15 (16-23) encode a choice rule that defines $\pi add/1$ (remove/1) for adding (removing) preconditions and postconditions from $D_h$ ($D_h$). Lines 24-34 are similar to Lines 7-23 and are for adding/deleting information to/from the initial state $I_h$.

$\pi_{update}$ updates a planning problem (in this case, $P_h$) with the changes stipulated by $\pi_{select}$. It defines, for each action $a$, a set of atoms of the from $true(l)$, where $l$ is a precondition or postcondition of $a$ to indicate the elements of $P_h$ that should be used to compute plans in the next iteration.

$\pi_{select}$ selects the optimal plan from a given plan $P_h$ and returns the set of explanations $\mathcal{E}$.

$\pi_{update}$ updates the planning problem $P_h$ with the changes resulting from the selection of the optimal plan.

$\pi_{engine}$ is responsible for encoding the optimality of the plan $P_h$. It returns the set of explanations $\mathcal{E}$.

$\pi_{optimal}$ is a program that computes the optimal plan for a given planning problem $P_h$. It returns the set of explanations $\mathcal{E}$.

$\pi_3$ computes the minimal set of changes to $P_h$ that make $p^*$ a plan of $P_h$.

$\pi_2$ computes the set of explanations $\mathcal{E} = (\mathcal{E}^+, \mathcal{E}^-)$ using $\pi_3$.
Finally, the program $\pi_{optimal}$ below uses the optimization feature of clingo to find the minimal number of changes to $D_h$ that are needed to explain the optimality of $p^\star$.

**Listing 5: Program $\pi_{optimal}$**

```
1 change(N) :-
2 N1=\#count(A, B, C, D) = add(postcondition(A, B, C, D)),
3 N2=\#count(A, B, C) = remove(postcondition(A, B, C)),
4 N3=\#count(A, B) = add(precondition(A, B, C)),
5 N4=\#count(A, B, C) = remove(precondition(A, B, C)),
6 N5=\#count(X) = add(action(A)),
7 N6=\#count(A) = remove(action(A)),
8 N7=\#count(X) = add(postcondition(A, B, X, value(X, BoolV))),
9 N8=\#count(X) = remove(postcondition(A, B, X, value(X, BoolV))),
10 N = N1 + N2 + N3 + N4 + N5 + N6 + N7 + N8.
11 \#minimize \{N : change(N)\}.
```

Given the correctness of $\pi(n)$ and the fact that an action is executable when its precondition is satisfied and will produce its postconditions, we can verify that $\pi_1$ produces an explanation $\mathcal{E}$ so that $\tilde{P}_h$ has $p^\star$ as one of its solutions.

$\pi_2$: **Updating and Checking**: $\pi_2$ consists of $\pi_{update}$, $\pi_{engine}$, and the code in Listing 6. To avoid the grounding of $\pi_2$ in the *while-loop*, we use external atoms of the form `considered(A)` to indicate that $a$ should be added and set it to true in accordance to the output of $\pi_2$ at the end of the loop (Line 13, Algorithm 1). Following Chakraborti et al. (2017), if an action of the form $a(X)$ is considered, then all of its instantiations will be considered. We ensure this property by creating a set of atoms of the form `name(a(X),a)` and the rules in Lines 1-12 of Listing 6.

**Listing 6: A part of program $\pi_2$**

```
1 add(postcondition(action(A), X, value(X, BoolV))) :-
2 considered(A),
3 robot(postcondition(action(A), X, value(X, BoolV))).
4 add(precondition(action(A), X, value(X, BoolV))) :-
5 considered(A),
6 robot(precondition(action(A), X, value(X, BoolV))).
7 add(postcondition(action(B), X, value(X, BoolV))) :-
8 considered(A), name(A, NA), name(B, NA), B != A,
9 robot(postcondition(action(B), X, value(X, BoolV)));
10 add(precondition(action(B), X, value(X, BoolV))) :-
11 considered(A), name(A, NA), name(B, NA), B != A,
12 robot(precondition(action(B), X, value(X, BoolV)));
13 remove(precondition(A), X, value(X, BoolV)) :-
14 considered(A) ; not robot(action(A)).
```

Observe that $\tilde{P}_h$ has a solution $p$ shorter than $p^\star$ only if it contains actions that are different from those in $D_r$. Hence, it is clear that if actions in $p$ are modified to match their counterparts in $D_r$ or removed, $p$ will not be regenerated by $\pi_2$ in the next iteration. Therefore, Algorithm 1 will terminate, i.e., the condition for the *while-loop* to continue will be false eventually.

$\pi_3$: **Computing the Final Explanation**: The program $\pi_3$ consists of $\pi_2$ and $\pi_{optimal}$. It is called when $\pi_2$ is terminated and finalizes the computation by minimizing the total number of elements that should be added/removed. Observe that because we minimize the cardinality of the set of changes, the output of $\pi_3$ is a minimal solution.

We empirically evaluated our ASP-based implementation of Algorithm 1, labeled ASP, to find cost-minimal explanations against the current state of the art by Chakraborti et al. (2017), labeled CSZK. We evaluated them on the same three planning benchmarks used by Chakraborti et al. (2017), i.e., BLOCKSWORLD, LOGISTICS, and ROVER, where we used problem instances from the International Planning Competition (IPC). In all our experiments, we used the actual IPC instances as the model of the robot $D_r$ and considered the following six modifications to the model of the human $D_h$:

1. Removal of one random precondition from every action;
2. Removal of one random effect from every action;
3. Removal of one random precondition and one random effect from every action;
4. Removal of all but one random precondition and one random effect from two actions;
5. Removal of some random actions that are used in the optimal plan; and
6. Modification of some initial states.

Table 1 tabulates the optimal plan lengths $|p^\star|$, explanation lengths $|\mathcal{E}|$, and runtimes in seconds. The problem IDs in the table correspond to the IDs of instances we used from the IPC benchmark. We omit the runtimes of CSZK in Modifications 5 and 6 as it was not designed for those scenarios. In general, CSZK is faster in most LOGISTICS and BLOCKSWORLD instances but ASP is faster in most ROVER instances. We suspect that the reason is because optimal plan lengths in ROVER tend to be shorter than optimal plan lengths in LOGISTICS and BLOCKSWORLD. We thus conducted an experiment where we varied the optimal plan and the explanation length in the LOGISTICS domain to verify that correlation. Table 2 shows the results and we make the following observations:

- These results show a clear trend that the runtimes of CSZK increases as the explanation lengths increase. The reason is that CSZK needs to search over a larger search space as the explanation increases. As such, its runtime also increases.
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- In contrast, the runtimes of ASP remain relatively unchanged with varying explanation lengths. The reason is that the runtimes of ASP are dominated by the grounding of rules in its programs, which are independent of the explanation lengths.
- The results also show that the runtimes of CSZK remain relatively unchanged with varying optimal plan lengths. The reason is that CSZK runs an A* search over the explanation search space and as long as the explanation length remains unchanged, the runtime complexity of the search, which is exponential in the explanation length, remains relatively unchanged as well.
- In contrast, the runtimes of ASP increase as the optimal plan lengths increase. The reason is that the size of the ASP program increases with the optimal plan length. Thus, there is an increasing number of rules to ground, which results in an increase in runtime.
- The implementation of CSZK’s system takes as input one problem file. In other words, the problem file has to be the same for the robot and the human. Therefore, CSZK does not work when the signature of the problem of the human differs from that of the robot and ASP does as in the last two scenarios.

These observations highlight that ASP is faster than CSZK when the explanations are long.

5 Conclusions

Research in explainable planning is becoming increasingly important as human-AI collaborations becomes more pervasive. The model reconciliation problem (MRP) in explainable planning is a problem where the plan of a planning agent is infeasible or suboptimal to a human user due to differences in their models of the problem. As such, the agent needs to provide an explanation to the user, which reconciles some of the differences in the two models such that its plan is now optimal to the user. Within this space, we demonstrate that MRP can be effectively solved using ASP technologies and empirically show that it outperforms the current state of the art when the explanations are long. The code for our system is available at https://github.com/tcsn62/asp-mrp.

For future work, we plan to investigate two orthogonal directions. The first direction is on asserting how believable is the explanation provided by the agent to the human. The second direction is on integrating with explainable scheduling systems, where similar to explainable planning, the goal of a scheduling agent is to explain to a human user why its schedule is feasible or cost minimal. ASP has been used with some success on real-world scheduling problems (Abels et al. 2019) and we plan to investigate the applicability of our approach in those problems.
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